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Abstract 

In the context of water scarcity in Morocco, the proper management of water resources is 

becoming a national priority. However, the strong spatiotemporal fluctuation of rainfall, which 

characterizes the OERB (Oum Er-Rbia River Basin), combined with the sparsity of the RG (Rain 

Gauge) networks constitute real constraints for water resources management. In the last decades, 

several satellite-based rainfall estimates have become available. These estimates can be a potential 

source of rainfall data over poorly gauged watersheds. Therefore, the main aim of this work is to 

investigate the suitability of eight SRP (Spatial Rainfall Product) datasets (ARC, CHIRPSp25, 

CHIRPSp5, CMORPH-CRT v1, GPM IMERG v6, PERSIANN-CDR, RFE, and TRMM 3B42 v7) 

for water resources monitoring and modeling over the OERB. The SRP estimates were evaluated 

at daily and monthly time scales adopting GC-based (Grid cell) and hydrologic modeling 

evaluation approaches. The HBV (Hydrologiska Byråns Vattenbalansavedlning) conceptual 

rainfall-runoff model was investigated over the Ait Ouchene sub-watershed using a set of nine 

years (2001 – 2009) of hydroclimatic measurements and remotely sensed SCA (Snow Cover Area). 

The results showed that the HBV model can fairly reproduce the observed daily streamflow in the 

Ait Ouchene sub-watershed with variable reliability. Overall, the changes in hydroclimatic 

conditions seemed to actuate the interdependency of the model parameters. The latter were found 

to combine either to shrink the storage capacity of the model’s reservoirs under extremely high 

peak flows or to enlarge them under overestimated water supply, mainly provoked by abundant 

snow cover. Regarding the SRPs evaluation, the rainfall estimates performed poorly at the daily 

time scale for both direct comparison and hydrologic modeling approaches. While most PCCs 

(Pearson Correlation Coefficients) were below 0.5, the SRPs performance in hydrologic modeling 

varied depending on years and products. Generally, the SRPs yielded better streamflow simulations 

than the RG data obtained from the unevenly distributed network of Tilouguite sub-watershed. At 

the monthly time scale, the SRPs correlated better with the RGs, except in the mountainous region, 

with the precedence of IMERG (with a short-term record) and PERSIANN (with a long-term 
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record) over the remaining products. Still, the monthly SRP estimates were significantly biased, 

particularly large rainfall totals were frequently underestimated for most SRPs. Remarkable 

improvement in the SRPs performance was observed after bias correction techniques were applied. 

The latter yielded close results, with a slight prevalence of the CDF (Cumulative Distribution 

Function) over the LS (Linear Scaling) and SLR (Simple Linear Regression) techniques. However, 

LS and SLR appeared to be more suitable than CDF over the OERB, as their performance was 

more spatially consistent after validation. 

Keywords: Oum Er-Rbia, Semi-Arid, Trend, Hydrologic Modeling, HBV model, Sensitivity, 

Interdependency, Spatial Rainfall Products, Bias Correction. 
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 ملخص الرسالة 

في سياق ندرة المياه التي يعرفها المغرب، أصبحت الإدارة السليمة للموارد المائية أولوية وطنية. لكن التقلبات الزمانية 

وض المائي لنهر ام الربيع، جنبًا إلى جنب مع محدودية التغطية المجالية والمكانية القوية التي تميز هطول الأمطار على مستوى الح 

العقود الماضية الاخيرة، أصبحت العديد   خلاليشكلان قيوداً حقيقية فيما يخص سيرورة عملية إدارة موارد المياه.    لقياسلشبكات ا

ناعية، متاحة للعموم بشكل مجاني. يمكن لهذه القياسات أن طصعتمد على بيانات الأقمار الا تي تمن قياسات الأمطار الشبكية، ال

د، إن ار على مستوى الأحواض التي تعاني من محدودية شبكة محطات القياس. في هذا الصدتشكل مصدرا مهما لبيانات الأمط

الأمطار   لقياسات  الشبكية  البيانات  من  مجموعة  ملاءمة  مدى  من  التحقق  هو  العمل  هذا  من  الرئيسي  الهدف 

ARC)،CHIRPSp25 ،CHIRPSp5،CMORPH-CRT v1 ،GPM IMERG v6،PERSIANN-CDR ،RFE ، 

(TRMM 3B42 v7 ه. قمنا بتقييم هذه البيانات لرصد موارد المياه على مستوى النطاق الجغرافي للحوض المائي المذكور أعلا

 ، بين قياسات الامطار المقدرة وتلك المسجلة عن طريق محطات القياس الأرضيةباعتماد نهج أول قائم على المقارنة المباشرة  

 . نهج ثاني قائم على النمذجة الهيدرولوجيةو

بالاعتماد   ، وذلكآيت أوشنه الفرعي  على مستوى مستجمع الميا   "HBV"د ذلك، قمنا باختبار نموذج تدفق مياه الامطار  عب

المقاسة عن طريق تقنية الاستشعار   "SCA"( من القياسات الهيدرومناخية وبيانات ال  2009  -  2001على ما يقارب تسع سنوات )

قادر الى حد ما على محاكات التدفق اليومي للمجرى المائي    "HBV"هيدرولوجي  العن بعد. أظهرت النتائج على أن النموذج  

دور مهم في تحفيز الهيدرومناخية    بشكل عام، تم تبيان أن لتغيرات الظروف  بدقة تختلف من سنة إلى أخرى.  ، آيت أوشنمستجمع  ل

فيما بينها إما لتقليص سعة خزانات النموذج تحت تأثير  الاعتماد المتبادل بين معاملات النموذج. لقد وجدنا أن هذه الأخيرة تتفاعل

 أو لتوسيعها في ظل إمدادات مياه مبالغ فيها الناتجة بشكل أساسي عن الغطاء الثلجي. فيما يتعلق بتقييم ، مهمةوجود تدفقات ذروة  

طاق الزمني اليومي باعتبار مقاربتي ، أشارت النتائج إلى أن أداء مختلف تقديرات الامطار كان ضعيفًا على الن"SRPs"بيانات ال  

، عندما تم استخدامهم  0.5المحصل عليها أصغر من    "PCCs"وجية. بينما كانت أغلب ال  لالمقارنة المباشرة والنمذجة الهيدرو

غير مستقر ويتغير باختلاف السنوات. بشكل    هيدرولوجيةموذج الالنفي    "SRPs"، بدا أداء ال  "HBV"في معايرة نموذج ال  

  "RG"من تلك التي أسفرت عنها بيانات ال  لتدفق المجاري المائية أفضل    عن إنتاج محاكاة  "SRPs"م، أسفرت بيانات ال  عا 

على مستوى النطاق الزمني الشهري   ، حيث شبكة القياس موزعة بشكل غير متساو.تيلوكيتمستجمع المياه الفرعي    على مستوى

 "PERSIANN"و "IMERG"، كان أداء بيانات "SRPs"من بين جميع ال    ى.كان مستوى التوافق بين مصدري البيانات أقو

على مستوى الحوض المائي لنهر أم الربيع. ومع ذلك، فإن تقديرات الأمطار الشهرية تحوي تحيزا كبيرا بالمقارنة مع  الأفضل  

تصحيح التحيز، أظهرت النتائج   تنيا تق  ولا سيما عندما يتعلق الأمر بمستويات الأمطار المهمة. بعد تطبيق  ،"RGs"بيانات ال  
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. كانت النتائج المحصل عليها من طرف مختلف تقنيات التصحيح متقاربة مع  "SRPs" تحسنا ملحوظا في التقديرات الشهرية لل

بتقنيتي ال    "CDF"تفوق نسبي لتقنية ال   بد  بالرغم من.  "SLR"و  "LS"مقارنتا  أكثر    "SLR"و    "LS"  تقنيتي ال  ت ذلك، 

أداؤهما أكثر اتساقًا من الناحية المكانية  ، حيث كان  مستوى الحوض المائي لنهر أم الربيععلى    "CDF"  نظيرتها ال  ن ملاءمة م

 .التحقق عملة بعد

، المتبادل   الاعتماد  تحليل الحساسية، تحليل  ،HBV  ،ةالهيدرولوجيالنمذجة  أم الربيع، شبه قاحلة، اتجاه،    : الكلمات المفتاحية

  ح التحيز طار المكانية، تصحي منتجات هطول الأم
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Résumé 

Dans le contexte de pénurie d'eau au Maroc, la bonne gestion des ressources en eau devient 

une priorité nationale. Cependant, la forte fluctuation spatio-temporelle des précipitations, qui 

caractérise l'OERB, combiné à la disponibilité limitée des réseaux de mesure  constituent de réelles 

contraintes pour la gestion de ces ressources. Au cours des dernières décennies, plusieurs produits  

d’estimation de la pluviométrie distribuée, à la base des données satellitaires, sont devenus 

disponibles. Ces produits peuvent être une source potentielle de données pluviométriques à 

l’échelle des bassins mal ou non gaugés. En effet, l'objectif principal de ce travail est d'étudier la 

pertinence de huit données pluviométriques distribuées (ARC, CHIRPSp25, CHIRPSp5, 

CMORPH-CRT v1, GPM IMERG v6, PERSIANN-CDR, RFE, et TRMM 3B42 v7) pour la 

surveillance et ma modélisation des ressources en eau à l’échelle de l'OERB. Ces données ont été 

évaluées à différentes échelles de temps en adoptant une première approche qui repose sur la 

comparaison directe entre les données issues des différents produits et les mesures in situ 

(pluviomètres et la moyenne régionale), et une deuxième qui se base sur la modélisation 

hydrologique. 

En outre, le modèle conceptuel pluie-débit HBV a été investigué sur le sous-bassin versant 

de l’Ait Ouchene en utilisant un ensemble de neuf ans (2001 – 2009) de mesures hydro-climatiques 

et de "SCA" mesuré par télédétection. Les résultats montraient que le modèle HBV peut reproduire 

le débit journalier observé à l’échelle du sous-bassin d’Ait Ouchene avec une fiabilité variable. 

Dans l'ensemble, les changements des conditions hydro-climatiques peuvent stimuler 

l'interdépendance entre les paramètres du modèle. Ces derniers se combinent soit pour réduire la 

capacité de stockage des réservoirs du modèle en cas de débits de pointe extrêmement élevés, soit 

pour les augmenter en cas d'approvisionnement en eau surestimé, principalement provoqué par une 

couverture neigeuse abondante. En ce qui concerne l'évaluation des SRPs, les résultats indiquaient 

que les estimations des SRPs étaient peu performantes à l'échelle temporelle quotidienne, tant pour 
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la comparaison directe que pour la modélisation hydrologique. Alors que la plupart des PCCs 

étaient inférieurs à 0.5, les performances des SRP en modélisation hydrologique variaient en 

fonction des années et des produits. En général, les SRPs ont donné une meilleure simulation du 

débit que les données RG sur le sous-bassin Tilouguite, où le réseau de jaugeage est inégalement 

réparti. A l’échelle mensuelle, les SRPs se sont révélées bien corrélées avec les observations des 

stations, sauf dans la partie montagneuse, avec une précédence d’IMERG et PERSIANN contre le 

reste des produits. Néanmoins, les estimations mensuelles des SRPs étaient significativement 

biaisées, en particulier les grands totaux des pluies étaient fréquemment sous-estimés pour la 

plupart des SRPs. Une amélioration remarquable des performances des SRPs a été observée après 

l'application des techniques de correction du biais En outre, ces dernières ont montré des très 

proches. La CDF a relativement surpassé les techniques LS et SLR. Cependant, LS et SLR 

semblent être plus adaptés à l'OERB, vue la cohérentes de leurs performances dans l'espace après 

validation. 

Mots-clés : Oum Er-Rbia, Semi-Aride, Tendance, Modélisation Hydrologique, , Pluie-Débit, 

Modèle HBV, Sensibilité, Interdépendance, Produits Spatiaux de Pluie, Correction du 

Biais 
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General Introduction 

These last years, serious concerns have been raised about potential changes in water 

resources supplies and their influence on the environmental and social components. Hence, several 

debates and studies have discussed the spatiotemporal evolution of climatic variables as an 

indicator of these changes. However, unlike temperature that present significant changes, 

consistent with the global warming tendency, rainfall exhibit a strong temporal variability and 

spatial incoherent patterns in terms of tendencies (IPCC, 2014, 2012). Still, rainfall has sparked a 

lot of interest in various climatic contexts, particularly in semi-arid regions, since it constitutes the 

primary source of surface water. On the one hand, many studies were developed to explore the 

potentials of collecting rainwater in small catchments through rainwater harvesting systems 

(Terêncio et al., 2018, 2017). On the other hand, numerous works were conducted to assess rainfall 

variability in space and time. Around the world, wide changes in this resource have been reported 

over the 20th century (Bates et al., 2008). While the rainfall has significantly increased in some 

regions during the last half of the 20th century (Boyles and Raman, 2003; Burns et al., 2007; Lu et 

al., 2015), it showed serious declines in others (Li et al. 2013; Li et al. 2014). Still, mixed trend 

patterns were reported around the world (Chen et al. 2007; Liu et al. 2011), even at one same site, 

the tendency of total rainfall can exhibit a high complexity as it can change of direction from one 

season to another (Ahmad et al., 2015). Since the 1970s the water sector in Morocco has taken a 

major place among the concerns of the public authorities because of its decisive role in the country's 

food security (CESE 2014). This interest has been expressed by a set of policies and strategies that 

concern water conservation and management, within the framework of the national goals of 

socioeconomic development (Lionboui et al. 2016a). However, in the current context of climate 

change, the country is strongly confronted with water scarcity (Schilling et al., 2012), given the 

sensitivity of this resource to the variability of the climatic conditions (Benabdelouahab et al., 2015; 

Gosain et al., 2006). This situation appears to get accentuated in recent decades due to a significant 

decrease in rainfall with irregular spatiotemporal distribution and frequent prolonged dry spells 
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that seem to persist in the future (Driouech, 2010; Esper et al., 2007). Tramblay et al., (2013) 

evaluated the rainfall trends over North African countries (Morocco, Algeria, and Tunisia) and 

noticed a decline in total annual rainfall, linked to a decrease in wet days and an increase of dry 

periods in the extreme northern part of Morocco. Filahi et al., (2015) reported mixed spatial patterns 

and a small number of significant changes. According to the same author, the extreme north of 

Morocco exhibits wetter conditions against drier ones in the south. At watersheds’ scale, Khomsi 

et al., (2016) found that rainfall presents different trends inside each of Bouregreg and Tensift, 

while an overall rainfall decrease was reported by Bouchaou et al., (2011) and Abahous et al., 

(2017) over the arid watershed of Souss-Massa. For a renewable water potential of 22 billion m3, 

the ratio per capita over Morocco is around 600 m3 per capita per year. Under the general 

decreasing tendency in rainfall combined with the rapid demographic, the ratio is projected to reach 

500 m3 per capita per year (water shortage threshold set by the WHO) by 2025 (JICA, 2007; 

USAID, 2010). Furthermore, Morocco is largely dependent on agricultural productivity. The latter 

is one of the major drivers of the Moroccan economy with an important contribution to the Gross 

Domestic Product and a high rate of employment (Lionboui et al. 2016b). It is one of the most 

sectors affected by climate conditions variability (Mougou et al., 2011). In fact, the socio-economic 

stability of Morocco is highly sensitive to climate change, especially that most of the agricultural 

activities occupy rainfed lands (Schilling et al., 2012). Yet, with limited adaptation capacities, 

severe changes in climatic conditions greatly impact living conditions and food security in the 

country, mainly in poorer and rural areas (Lionboui et al. 2016b). Thus, the quantification of water 

supply and the understanding of major factors that control water availability and distribution within 

a given watershed is of great importance. It helps managers to evaluate the potential reserves and 

efficiently program dams’ release and water allocation to the various consuming sectors under the 

growing demand. The efficient management of water resources in a context of scarcity requires a 

solid understanding of both human interaction and the different physical processes that control the 

movement of water at lager and smaller scales (Davie, 2008). However, the quantitative impact of 

human activities on the water during its trajectory towards the outlet remains one of the most 

challenging aspects to consider in water management. Hence, the changes due to relevant physical 

processes that occur within the unit watershed took the major interest. The latter articulates around 

the accurate estimation of runoff, taking into consideration the influence of each of the processes 
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that describe the rainfall-runoff relationship at the watershed scale (Abdulla and Al-Badranih, 

2010). 

Mathematical models have been widely used in water resources-related applications, and 

they have become essential tools for management and planning purposes (Bergström and 

Lindström, 2015). Various structures are available with different degrees of complexity, from 

simple conceptual lumped models to more physically-based distributed ones (Arnold and Fohrer, 

2005; Bergström and Forsman, 1973; Liang et al., 1994; Rango and Martinec, 1979; Todini, 1996; 

Vandewiele et al., 1992; Zhao, 1992). Conceptual models based on physical concepts, which are 

approximations of the real system with inherent uncertainties (Beven, 1989), have been more 

attractive to the hydrological community due to their low requirements of input data and simplicity 

in application. Their performance can be comparable to even more physically based models in 

contexts of low-quality input data (Beven and Freer, 2001; Orth et al., 2015). Therefore, a trade-

off between complexity, efficiency, and data availability is unavoidable (Bergström and Lindström, 

2015), particularly over watersheds in semi-arid regions with limited gauging networks. However, 

a poorly gauged watershed in terms of meteorological variables, in both spatial and temporal 

dimensions, may not be the ideal scenario for hydrologic modeling (Wilk and Hughes, 2002; Xu 

et al., 2013). The shortage in gauging networks makes it difficult to find a regional average that 

closely represents the real distribution of meteorological variables over the watershed of interest, 

particularly rainfall. The RGs are the main instruments that provide basic measures of rainfall 

within a watershed. Each RG provides a continuous measurement over time that can be 

representative only for relatively small areas (Love et al., 2004). In 1994, the WMO (World 

Meteorological Organization) indicated that for optimal coverage in mountainous regions one RG 

is required every 250 km2 (OMM, 1994). Thus, the sparsity of the gauging networks in developing 

countries, particularly in mountainous areas, can strongly limit the reliability of rainfall 

measurements at the watershed scale. Numerous studies were conducted to assess the changes in 

model performances depending on the density and distribution of the RGs. Xu et al. (2013) reported 

that good model performance requires a higher number of RGs. However, the gauging networks’ 

density demonstrates no significant improvements when it exceeds a certain threshold (Dong et al., 

2005; Xu et al., 2013). Xue et al., (2013), Arsenault and Brissette, (2014), and Zeng et al., (2018) 

agreed that optimal performance may be achieved with fewer RGs optimally distributed. However, 
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a well distributed gauging network cannot be always found in regions where the topography and 

financial conditions can be limiting factors. 

In recent years, remote sensing data have been widely used in the hydroclimatic field, 

particularly in rainfall estimation (Adler et al., 1994, 1993; Bennartz et al., 2002; Muñoz et al., 

2016). Several gridded rainfall datasets derived from various remote sensing data have been 

released. They provide quasi-global coverage of rainfall estimates at high spatiotemporal resolution 

(Huffman et al., 2001). On the one hand, some algorithms rely on data from passive sensors to 

provide the rainfall estimates, such as the case of the ones that use the IR (InfraRed) imagery, 

namely ARC and PERSIANN (Ashouri et al., 2015; Novella and Thiaw, 2013; Sorooshian et al., 

2000), and others that combine IR and PMW (Passive Microwave) satellite data, such as 

CMORPH, CHIRPS, and RFE (Funk et al., 2015a; Joyce et al., 2004; Love et al., 2004). On the 

other hand, there are space missions, like TRMM and GPM, that are fully dedicated to rainfall 

monitoring from space (George J Huffman et al., 2019; George J. Huffman et al., 2019; Huffman 

et al., 2010a; Macritchie, 2015). They provide several products of rain estimates by combining 

PMW, visible/IR, and rainfall radar system data. The quality of the SRP estimates was evaluated 

in various contexts around the world (Almazroui, 2011; Ma et al., 2020; Serrat-capdevila et al., 

2016; Xue et al., 2013). Studies were performed in the Conterminous US (Beck et al., 2019), West 

Africa (Poméon et al., 2017; Satgé et al., 2020), several regions over Asia (Anjum et al., 2019; 

Tang et al., 2020; Wang et al., 2020), Peru (Mantas et al., 2014; Satgé et al., 2019), Egypt (Nashwan 

et al., 2019), and Algeria (Babaousmail et al., 2019). The reliability and accuracy of the different 

products differ depending on climatic and topographic contexts (Nashwan et al., 2019). In 

Morocco, only few studies were undertaken. Milewski et al., (2015) evaluated four TMPA 3B42 

products (V6, V7 temporary, V7, reel time V7) against rain gauges data considering different 

climatic zones and elevation bands. The study covered a large part of the Moroccan territory, but 

the analysis was focused only on the average annual precipitation. The work of Tramblay et al., 

(2016) and Saouabe et al., (2020) highlighted the potential of the SRP datasets in hydrologic 

modeling over El Makhazine (northern Morocco) and Ghdat (southern Morocco) watersheds, 

respectively. Indeed, these datasets can be an important source of information at regional and local 

scales, due to their global availability and high measurement frequencies. Combining rainfall data 

derived from these missions with in situ measurements can greatly improve the accuracy of rainfall 
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estimations at the catchment scale, overcoming the challenges related to data availability (Rozante 

et al., 2010; Vila et al., 2009). In this context, the objectives of this thesis are: 

• In Chapter 3: Provide an analysis of the variability of hydroclimatic variables over the OERB, 

using in situ and remote sensing data. 

• In Chapter 4: Evaluate the capability of a conceptual hydrologic model to reproduce the daily 

streamflow gauged at the outlet of a sub-watershed of the OERB.  

• In Chapters 5: Investigate the suitability of the SRPs (ARC, CHIRPSp25, CHIRPSp5, 

CMORPH-CRT v1, GPM IMERG v6, PERSIANN-CDR, RFE, and TRMM 3B42 v7), over 

the OERB, for reproducing and simulating the daily rainfall and streamflow, respectively.  

• In Chapters 6: Evaluate the ability of the SRPs to estimate the monthly observed rainfall and, 

then, apply bias correction techniques and assess their spatial reliability in bias removal over 

multiple sub-watersheds. 
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Chapter 1.  Fundamental Backgrounds 

In this chapter, we present a summary of the theoretical basics of hydrology and remote 

sensing. We tried to provide the information and definitions that the reader may need to go through 

the manuscript pages with ease. For in-depth details, the reader is advised to refer to the references 

below, on which I relied to collect most of the scientific information reported here. 

For hydrology: Davie (2008), WMO-UNESCO (2012), Viessman and Lewis (1996), and 

Robinson and Wars (2017). 

For remote sensing: Davie (2008); Campbell and Wynne (2011), Egan (2003), NRCAN 

(2019), and Graham (1999). 

1.1. Hydrology 

From a literal stand of point, the term hydrology refers to the science (logy) of water (hydro). 

However, the scientific meaning of the term can be quite hard to discern. It changes over time and 

space being fitted to numerous applications that involve water as a subject (Chaponnière, 2005; 

Perrin, 2000). The International Glossary of Hydrology provides a general scientific approximation 

of the term hydrology. The latter is considered as the “science that deals with the waters around 

the globe; their occurrence, circulation, and distribution, both in time and space; their biological, 

chemical and physical properties; and their interaction with their environment, including their 

relation to living beings” (WMO-UNESCO, 2012). The definition underlined two main aspects 

through which hydrology deals with waters. A qualitative aspect that focuses on the quality of the 

available water within the biosphere, with an emphasis on the changes of its physical and 

biochemical indicators. A quantitative aspect where the evaluation of water spatiotemporal 

availability and distribution is the main concern. The latter, which takes the widest remit of 

hydrology (Davie, 2008), studies the movements of the water molecule above and under the earth’s 

surface, and through the atmosphere. It is often linked to the water cycle, particularly in its 
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continental section (Perrin, 2000). Numerous scientists adhere to defining hydrology as the science 

that deals with the water cycle and the different accompanying fluxes (Chaponnière, 2005; Dooge, 

1988; Mathevet, 2005; Oudin, 2005; Penman, 1961; Perrin, 2000). Thus, hydrology overlaps with 

numerous other science fields, such as geology and meteorology, and divaricate into numerous 

branches (Surface Water Hydrology, Cryology, Hydrogeology,…) each one concentrates on a 

specific component of the water cycle (Chaponnière, 2005; Mathevet, 2005; WMO-UNESCO, 

2012). Still, these branches are interdependent, as water availability and distribution are linked to 

various processes that take place in tandem or simultaneously at different phases of the water cycle. 

1.2. Water Cycle 

Water is a vital and important natural resource for life-sustaining. It is available within the 

hydrosphere in solid, liquid, and gaseous forms. Around 97% of the earth’s water is stored in the 

ocean (Davie, 2008). The remaining 3% includes atmospheric and continental biospheric water, 

where only less than 1% is available as continental liquid freshwater (Frédéric FRAPPART, 2006). 

Water is in continuous movement between its various reservoirs around the globe (equator-poles). 

These movements are maintained and balanced within the Water Cycle through numerous natural 

processes driven by solar energy that controls the ocean-land-atmosphere water exchanges    

(Figure 1 and Figure 2). The energy balance during this exchange process is responsible to a larger 

extent for the regulation of the earth’s climate (Robinson and Wars, 2017; Viessman and Lewis, 

1996). Under the effect of solar radiation, the water stored in the surface water bodies and the 

topsoil layers absorbs enough energy that causes the hydrogen bonds (that connect the water 

molecules) to weaken and break, transforming the liquid water into a gaseous form. In the 

meantime, a non-negligible portion of the soil water is sucked by the plants’ roots (for their 

photosynthetic activity) and gets transpired through the leaves. Both of these processes 

(evaporation and transpiration), combined as evapotranspiration, allows water to escape the earth’s 

surface towards the atmosphere as water vapor. In particular, evapotranspiration has significant 

control over water movements and redistribution in semi-arid regions (Chaponnière, 2005; 

Hernandez et al., 2000). Around 80% of the precipitated water returns to the atmosphere as water 

vapor (Chaponnière, 2005; Pilgrim et al., 1988). The latter travels through the atmosphere in both 

vertical and horizontal directions. The warm moist air is subject to cooling processes as it reaches 

higher and cooler layers of the atmosphere. The H2O molecules condense around condensation  
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Figure 1. Schematic representation of the water cycle (source: Robinson and Wars 2017). 

nuclei (aerosols) and form water droplets and ice flakes. The condensation process continues and 

water droplets and ice flakes grow in size, mainly through collision, until they are heavy enough 

(3 mm) so that the gravity forces takeover the uplifting forces and pulls them towards the ground 

as precipitation (Davie, 2008; Robinson and Wars, 2017). Depending on the temperature, the 

precipitation can be in liquid (rainfall) or solid (snow or hail) form. The solid precipitation 

generally forms under very low temperatures and falls as is, unless it passes through a warmer layer 

of the atmosphere (Robinson and Wars, 2017; Viessman and Lewis, 1996). A portion of the 

precipitated water is intercepted by the canopy. Its significance to the runoff generation highly 

depends on the development and the density of the vegetation cover. In dense forests, the canopy 

tends to hold important amounts of water and make them directly available for evaporation (Brooks 

et al., 2013; Davie, 2008). This process can be of less impact in semi-arid regions where the canopy 

is often of less density. The portion of water that reaches the ground is either fully or partly 

infiltrated into the soil depending on topography, soil biophysical properties (texture, structure, and 

biological activities), and rainfall characteristics (type, intensity, and duration) (Beven et al., 1988; 

Gnouma, 2006). The soil biophysical properties regulate the infiltration process by controlling the 

maximum rate (infiltration capacity) at which the water moves through the soil layers. Rainfall of  
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Figure 2. Estimates of mean annual fluxes (in 103 km3) of the water cycle according to Rodell et al (2015) 

(source: Robinson and Wars 2017). 

intensity smaller than the infiltration capacity is most favorable for infiltration. Moreover, the water 

movements through the soil are mainly governed by the capillary, adsorption, and gravitational 

forces. The capillarity and adsorption generally work against gravity as they are responsible for 

maintaining water as soil moister, between and on top of the soil particles. The gravity, on the other 

hand, pulls the water mostly vertically to percolate towards the underground reservoirs to be stored 

as groundwater. The latter can circulate within the saturated zone following the hydraulic gradient 

(saturated hydraulic conductivity) until it reaches the outlet through which it may contribute to the 

streamflow. This groundwater flow is the main water resource responsible for feeding the streams’ 

baseflow, particularly during dry seasons (Chaponnière, 2005). Moreover, infiltration capacity 

higher than the rainfall intensity can also lead to surface runoff. In such a scenario the rainfall is 

expected to fully infiltrate the soil until saturated up to capacity leading to a surface flow referred 

to as saturated-excess overland flow (Dunnen and Black, 1970; Hewlett and Hibbert, 1965). The 

latter is mainly observed in mid-latitude regions with humid temperate climates (rainfall events of 

low intensity and long duration) and highly permeable soils (Bonell, 1993; Gnouma, 2006; Hewlett 

and Hibbert, 1965). This runoff generation mechanism predominantly occurs over lands where the 

water tables are high and can rapidly reach near-surface soil layers, allowing preliminary saturation 

(Davie, 2008; Koivusalo, 2003). When rainfall intensity exceeds the soil infiltration capacity, the 
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infiltration process is much less significant compare to the rapid overland flow. The latter, referred 

to as the infiltration-excess overland flow (Horton, 1933), is the most common mechanism 

responsible for runoff generation in semi-arid regions (Chaponnière, 2005; Davie, 2008; Gnouma, 

2006; Koivusalo, 2003). The latter is characterized by predominant convective storms (short 

duration and high intensity) and low porosity due to compacted soils and sparsely vegetated areas 

(Chaponnière, 2005). 

1.3. Measurement of the Water Cycle Components 

1.3.1. Ground-based Measurements 

1.3.1.1. Rainfall 

The conventional instruments widely used for rainfall measurements, so-called RGs, are sort 

of funnel-shaped containers with a known surface opening (WMO, 2008a, 2008b). The funnel is 

equipped with a collection tank where the water is stored (Figure 3). This setup is not arbitrary, it 

helps to reduce the direct contact of collected water with sunlight and the air outside the gauge, and 

thus minimizes the loss of water due to evaporation (Davie, 2008). The gauges are usually set at a 

certain height (2 meters) above the surface to avoid over-measurement due to water splash and 

surface flooding, and the risk of the gauge being covered by snow (Davie, 2008; Robinson and 

Wars, 2017). They are placed high enough to overcome the aforementioned issues without 

exposing the gauge to significant under-measurement due to air turbulence. 

 
Figure 3. Funnel-shaped manual RG (source: https://the-weather-station.com/). 

https://the-weather-station.com/
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The conventional gauges are manually operated to record the water volume. More 

sophisticated instruments that provide automatic measurements are available (WMO, 2008a, 

2008b). These instruments are based on the Tipping-buckets principle, where the gauges are 

equipped with two small attached and balanced containers (Figure 4). The collected rainwater 

passes through the funnel to fill the buckets underneath. As soon as the first bucket is filled it tips 

over and the collected water flows out of the gauge body. In the meantime, the opposite bucket is 

aligned with the funnel aperture collecting rainwater until filled. Every time a bucket tips over, an 

electric pulse is generated and water amounts corresponding to the bucket volume are recorded. 

 
Figure 4. The tipping-bucket automatic RG (source: https://www.ssh.co.th/). 

1.3.1.2. Snowfall 

There are several techniques for snowfall measurements. The two that provide direct 

measures of snow depth and snow water equivalent (the amount of water contained in a given 

snowpack) are the most commonly used (WMO, 2008a, 2008b). The snow depth method is 

intended to measure the thickness of a given snowpack with reference to the ground surface. Thus, 

it is expressed as the distance (in meter units) separating the surface of the snowpack and the earth’s 

surface. The snow depth measurements can be made with manual methods using a gradual ruler 

and carrot sampler (Figure 5). The latter consists of using a metal tube to take a sample out of the 

snowpack and record its depth (Davie, 2008). Automatic measurements are also possible by 

employing an ultrasonic sensor that can be mounted on meteorological stations (Figure 5). The 

sensor emits a pulse of ultrasonic frequency which hits the snowpack surface and returns to the 

https://www.ssh.co.th/
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sensor (Davie, 2008; WMO, 2008a, 2008b). The distance between the sensor and the snowpack 

surface, and hence the snowpack depth, can be determined based on the time the pulse took to 

travel between the sensor and the snowpack surface. The snow water equivalent is measured using 

the same gauges used for rainfall measurement equipped with heated panels. The snow 

accumulated on the gauge is melted by the panel and recorded as liquid water. 

 
Figure 5. Left: snow depth sampler. Right: measurement station holding an ultrasonic snow depth sensor 

(source: https://www.nrcs.usda.gov/). 

1.3.1.3. Radar Systems 

Active Radars (radio detection and ranging) are ground instruments that provide indirect 

estimates of precipitation based on the interaction of the microwave spectrum with the water 

droplets contained in the clouds (WMO, 2008a, 2008b). The setup consists, in general, of an 

antenna beam and a receiver. The antenna emits a microwave beam that hits the cloud, and the 

precipitation is derived proportionally to the amount of the energy backscattered to the receiver. A 

cloud with abundant water droplets returns more energy to the receiver. In addition to their capacity 

to differentiate between the droplets’ size (depending on the adopted wavelength or frequency), the 

ground radars can provide information about the movements of precipitation areas for a large 

spatial coverage (40 to 200 km) at a finer spatial (e.g., 5 km) and temporal (e.g., 15 min) resolutions 

(Davie, 2008; WMO, 2008a, 2008b). 

https://www.nrcs.usda.gov/
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Even though the obvious advantages of the Radar measurements, when it comes to estimating 

the amount of precipitated water, they remain of less accuracy compared to the RGs. Therefore, 

calibration against RG observations is often required before any quantitative analysis. The main 

drawbacks of this measurement technique are the difficulty of choosing the adequate wavelength 

and, particularly, The high management cost that makes it less popular around the world (WMO, 

2008a, 2008b). 

1.3.2. Remote Sensing Observations 

1.3.2.1. Remote Sensing Theoretical Basics 

Generally, remote sensing stands for the operation of detecting information about an object 

without being in physical contact with it (NRCAN, 2019). From a geoscience stand of point, remote 

sensing describes the science of collecting information about targets (object or phenomenon) from 

the Earth’s terrestrial, atmospheric, and aquatic ecosystems using radiation sensors onboard 

aerospace ships (Campbell and Wynne, 2011; NRCAN, 2019). The distant sensing of the earth's 

surface started with cameras secured on tethered balloons back in the 1840s for topographic 

mapping (Graham, 1999). More sophisticated platforms emerged over time, namely aircraft and 

spacecraft. The development of these platforms was mainly motivated by the need for military 

surveillance and reconnaissance (Campbell and Wynne, 2011). Aerial photography (cameras 

mounted on airplanes) was brought to existence by World War I, while spacecraft-based 

photography (cameras mounted on artificial satellites) started with the emergence of space 

programs in the 1960s (Campbell and Wynne, 2011; Graham, 1999). Henceforth, remote sensing 

techniques have been used in numerous civil applications related to natural resources monitoring. 

Remote sensing includes the full process of illumination, atmospheric and target interactions, 

information recording by the sensors, and storage and data processing in the ground reception units 

(Figure 6). For it to be detected from space, the targets must first be illuminated. This can be 

through electromagnetic radiation naturally produced by the sun (passive remote sensing) or 

artificially produced (active remote sensing) based on radar instruments (Campbell and Wynne, 

2011; Graham, 1999; NRCAN, 2019).  
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Figure 6. Schematic representation of the remote sensing process (source:  https://www.omnisci.com/) 

The electromagnetic radiation, a result of combined electric and magnetic waves, comprises 

multiple regions (Figure 7). The latter are categorized by the wavelength (the distance between 

successive wave crests, measured in Meters), or by the frequency (number of cycles of a wave per 

unit time, measured in Hertz) in what is called the electromagnetic spectrum. The latter, range from 

the gamma radiation bands (the shortest wavelength and highest frequency) to the radio waves (the 

longest wavelengths and lowest frequencies). However, the radiation that is practical for remote 

sensing is limited to those regions lying between the visible wavelengths and the microwaves. The 

visible region of the electromagnetic spectrum, which occupies wavelengths between 0.4 and        

0.7 µm, is the only part that is perceptible to the human eyes. Right after the visible region, there 

is the infrared radiation where the associated wavelength lies between 0.7 and 100 µm. The infrared 

comprises three subregions, namely the near-IR, the mid-IR, and the far-IR (Figure 7). The near 

and mid-IR waves (from 0.7 to 3 µm) are used the same way as the visible ones as all of them are 

captured by the sensors as reflected energy. The far-IR (from 3 to 100 µm), on the other hand, is 

mostly the radiation released from the terrestrial targets as heat depending on the target's 

temperature, and thus recorded as thermal energy (Campbell and Wynne, 2011; Graham, 1999; 

NRCAN, 2019). Above 100 µm until 1 m in wavelength, the radiation belongs to the microwave 

region. It is the part of the electromagnetic spectrum that encompasses the longest wavelengths 

used in remote sensing. The shorter microwave wavelengths have similar concepts as the thermal-

IR, and thus they are referred to as PMW (NRCAN, 2019). The microwave region can be divided 

into several bands (Ka, K, Ku, X, C, S, L, and P) that can be artificially produced and recorded by 

the radar systems (Figure 7). 

https://www.omnisci.com/
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Figure 7. The electromagnetic spectrum (Source: www.nrcan.gc.ca/). 

In the passive system, after the radiation reaches the surface it interacts with the various 

terrestrial targets. Depending on the physical characteristics of the target, the radiation is either 

reflected towards the sensors or absorbed by the targets and later released in longer wavelength as 

heat (Campbell and Wynne, 2011; NRCAN, 2019). However, during its travel through the 

atmosphere, the radiation interacts with the various atmospheric particles and molecules (aerosols) 

through the scattering and absorption phenomena. Both of these, disturb the electromagnetic 

radiation when it travels from the sun towards the terrestrial targets and when it is reflected or 

emitted by these targets towards the sensors in orbit. They specifically take place when the aerosols 

are in the propagation path of the radiation. The latter is either subject to a change of trajectory or 

absorbed by the aerosols. The amount of radiation disturbed or blocked from attending the passive 

sensors depends on the wavelength of the incoming radiation and the density of aerosols in the 

atmospheric column the radiation is traveling through (Campbell and Wynne, 2011; Graham, 

1999). The atmospheric effect generally occurs when the aerosols are about the same or greater 

size than the wavelength radiation. Aerosols of large sizes such as water droplets are capable to 

influence a wide range of wavelengths (NRCAN, 2019).  

Molecules constituting the atmosphere absorb the radiation at specific wavelengths. The 

absorption phenomenon is mainly caused by ozone, carbon dioxide, and water vapor. Each of these 

molecules absorbs specific radiation wavelengths at various regions of the electromagnetic 

spectrum (Figure 8). The Ozone-induced absorption mostly blocks the ultraviolet radiation from 

http://www.nrcan.gc.ca/
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getting to the earth's surface. The carbon dioxide mostly absorbs radiation in the first half of the 

far-IR preventing it from escaping the atmosphere. The water vapor presents various absorption 

windows throughout the electromagnetic spectrum. The most significant of these concerns the 

emitted radiation located in the second half of the far-IR region and the shorter microwaves. The 

vast majority of remote sensing applications mainly rely on the electromagnetic radiation that 

belongs to the regions, called atmospheric bands, where the absorption is at its minimum. The 

weather applications, on the other hand, make use of both of the aforementioned atmospheric 

distortion phenomena. 

 
Figure 8. Diagram of absorption bands and atmospheric windows (source: NASA's Earth Observatory, 

www.earthobservatory.nasa.gov). 

1.3.2.2. Rainfall Measurements 

Infrared 

The sensors that operate in the infrared bands mainly measure the energy emitted by the top 

of the cloud systems. And, the rainfall estimates are derived according to the amount of immitted 

energy. The IR-based estimation method, so-called Cloud-Indexing, mainly uses data from GEO 

(geostationary) satellites (Davie, 2008; WMO, 2008b). The latter consist of aerospace platforms 

placed in orbit parallel to the equator at approximately 35000 km high. They revolve in the same 

direction and speed the earth rotates on itself (Campbell and Wynne, 2011; NRCAN, 2019). This 

allows the satellites to be stationary relative to the earth’s surface and continuously observe the 

same area. The latter is usually wide and covers multiple continents under the same scene (about 

40 percent of the earth's surface). The full IR coverage of the earth’s disk, except for small regions 

in the north and south poles, is obtained by combining observations from a constellation of GEO 

satellites installed at relatively the same orbital plane (Figure 9). These characteristics make the 

http://www.earthobservatory.nasa.gov/
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GEO satellites the key tools for weather applications, particularly in monitoring the cloud dynamics 

and meteorological forecasts at the global scale. 

 
Figure 9. The global spatial coverage of GEO satellites (source: www.ral.ucar.edu/). 

The Cloud-Indexing method assumes that the electromagnetic properties of the cloud tops 

are related to the intensity of rainfall that these clouds may hold. The clouds systems that show 

important vertical development and their top surface reaches high atmospheric layers (associated 

with very cold top temperatures) are the ones that present a high probability of precipitation (WMO, 

2008b). Thus, algorithms were developed to classify the cloud systems based on their top 

temperature. Generally, these classification schemes assume that clouds with top temperatures 

below a given threshold are more likely to precipitate at a certain rate. One of the well-known 

Cloud-Indexing algorithms is GPI (GEOS Precipitation Index, Arkin and Meisner, 1987). The 

latter is based on an earlier work where Arkin, (1979) was able to find significant links between 

radar-derived rainfall estimates and infrared observations. These links were significant when the 

cloud top brightness temperature was less than the temperature threshold of 235°K. The GPI 

assumes that clouds with top temperatures less than 235°K can be associated with a rain rate of 3 

mm.h-1 in the tropics (30°N – 30°S, WMO 2008). Another approach, called life-history (Stout et 

al., 1979), is available. It accounts for the temporal evolution of the cloud systems based on GEO 

data. The life-history approach principle consists of analyzing multiple images acquired 

consecutively for the same spatial coverage. This analysis allows to emphasize the stage of 

development of the cloud system and determine whether it is about to grow or to reduce in size. 

The life-history rainfall estimates are computed by combining the cloud-indexing outputs with 

information about the cloud evolution derived from two consecutive images. 

http://www.ral.ucar.edu/
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Passive microwave 

This technique relies on data collected by PMW sensors. The latter are mainly mounted on 

LEO (Low Earth Orbit) satellites that fly the earth’s surface following orbits of low altitudes (a 

few hundred kilometers) and different inclination angles (e.g., 65° relative to the equatorial plane). 

These satellites revolve around the earth's surface following a fixed orbit and, with a fly period that 

varies in the range of 90–120 min, they make 12–16 Earth turns per day. The orbital travel in 

conjunction with the Earth's rotation allows the LEO satellites to cover most of the Earth's surface. 

However, with a limited residence time, these satellites observe smaller scenes and take longer 

periods to rescan the same region. Thus, individual LEO satellites are less useful for weather 

studies. Instead, a constellation of multiple satellites with the same or similar characteristics is 

considered to provide temporally continuous coverage (Figure 10). 

 
Figure 10. LEO satellites holding PMW sensors employed for rainfall estimation under the GPM space 

mission (source: www.gpm.nasa.gov). 

The PMW-based rainfall estimation techniques are considered to be more physically sound 

compared to the IR techniques. They are built around the changes in brightness temperature caused 

by the presence of cloud systems between the source of energy and the PMW sensors (Davie, 2008; 

WMO, 2008b). These changes are provoked by the two natural mechanisms through which the 

atmosphere interacts with the electromagnetic radiation, namely the absorption and the scattering. 

http://www.gpm.nasa.gov/
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At low frequencies (below 22 GHz), the raindrops in the atmosphere absorb the radiation (Stout et 

al., 1979) and emit it towards the orbiting sensors as microwaves. The energy emitted is associated 

with the amount of water present within the cloud. The absorption-based rainfall retrievals are 

particularly powerful over surface objects of low emissivity levels, such as the sea and ocean. The 

latter emit the energy at a very low rate and appear radiometrically cold. Hence, the increase of 

brightness temperature provoked by the raindrop-induced emission allows the sensors to easily 

distinguish the rainy cloud systems (Stout et al., 1979). Overland, on the other hand, the 

information retrieved based on the absorption mechanism is of less significance. The different 

degrees of emissivity from the multiple earth’s landscapes overwhelms the raindrops’ emission and 

makes it hardly distinguishable. Thus, the PMW technics mainly employ the scattering mechanism 

for rainfall estimation. At high frequencies (above 50 GHz), the relatively large water droplets, 

particularly ice particles, tend to scatter the microwave radiation (Petty and Katsaros, 1992). The 

scattering mechanism leads to a decrease in the emitted radiation, and thus the sensor observes the 

clouds with abundant droplets aloft radiometrically colder than the surrounding areas of the earth’s 

surface (Petty, 1994). The intensity of scattering is proportional to the number of droplets present 

within the cloud. 

Active microwave 

The active microwave sensors for weather monitoring from space are less common compared 

to the other sensors. Their era began with the TRMM satellite mission back in 1998, and it is 

maintained by its successor GPM satellite mission launched in 2014. More details about these 

missions are presented later in the manuscript (see section 2.3.1.). The active microwave sensors 

in orbit work similarly to those sited on the earth’s surface (Davie, 2008; WMO, 2008b). The main 

difference resides in the fact that the sensors in space observe the clouds systems from the top while 

the ground sensors observe them from the bottom. The ability of cloud penetration (depending on 

the wavelength) allows the active radars to provide a three-dimensional representation of the cloud 

systems. 
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Figure 11. GPM Core Observatory and its coverage dimensions (source: www.gpm.nasa.gov). 

1.3.2.3. Snow Cover Observations 

The detection of snow on the ground using remote sensing relies on the high reflectivity of 

the snow in some parts of the electromagnetic spectrum (Figure 12). Depending on its physical and 

morphological properties in addition to the amounts of impurities, the snow reflects about 30 to 

90% of the incident solar energy (Marchane, 2015; WMO, 2008a). These percentages vary with 

radiation wavelengths. The reflectance of the snowpack in the visible band is the highest. This 

allows to clearly distinguish snow from most of the natural objects, except clouds. The latter, 

depending on their type, present high reflectivity in most parts of the electromagnetic spectrum, 

particularly in the Visible and near IR bands (Hall et al., 1995). The contrast between the two 

objects is prominent around the Mid-infrared band where the reflectance of snow is significantly 

low compared to the clouds. Most of the snow cover mapping applications use different approaches 

that incorporate the Visible and IR bands to discriminate between the snow and no-snow areas 

(Crane R. G. and Anderson M. R., 1984; WMO, 2008a). The NDSI (Normalized Difference Snow 

Index), developed by Dozier, (1989), is the most commonly used for snow cover mapping 

(Boudhar, 2009; Hall et al., 1995). The index is calculated as the ratio of the difference between 

the Visible (𝜌𝑉𝐼𝑆) and the Mid-IR (𝜌𝑀𝐼𝑅) reflectance to the sum between Visible and the Mid-IR: 

http://www.gpm.nasa.gov/
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𝑁𝐷𝑆𝐼 =  
𝜌𝑉𝐼𝑆 − 𝜌𝑀𝐼𝑅
𝜌𝑉𝐼𝑆 + 𝜌𝑀𝐼𝑅

 

 
Figure 12. Spectral signatures for five earth’s surface objects. created using reflectance data from the ASTER 

(Advanced Spaceborne Thermal Emission Reflection Radiometer) spectral library (Zhuge et al., 2017). 
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Chapter 2.  Data and Methods 

2.1. Study Area 

The area of study is the OERB located in the center of Morocco between 31° 15’ N and 33° 

22’ N latitudes and 5° 00’ W and 9° 20’ W longitudes (Figure 13). It is one of the largest Moroccan 

watersheds occupying an area of approximately 35 000 km2 (7% of the country’s total area). It is 

bordered from the east by the Atlas Mountains chain, with its two parts, the Middle Atlas (oriented 

NNE-SSW) and the Hight Atlas (oriented NE-SW). The Atlas mountains constitute the main source 

of water supply for surrounding lowlands (Boudhar et al., 2020, 2009; Chaponnière, 2005), 

particularly those located on the western slope of the chain. The watershed is characterized by a 

marked topography with elevations that vary between 0 meters above sea level (a.s.l.) at the outflow 

and 3890 meters where it culminates at the High Atlas. 

Since 1929, fifteen dams have been built within the watershed’s territory, with a total storage 

of about 5.3 million cubic meters (Mm3) (approximately 33% of the national storage capacity). On 

average, this hydraulic infrastructure allows the mobilization of nearly 3.550 Mm3 per year for 

drinking and industrial water supply (10%), and irrigation (90%). The watershed encompasses 

around 325800 ha of irrigated lands distributed on five irrigated areas, namely Doukkala        

(96,000 ha), Beni Moussa (69,500 ha), part of the Upstream-Tassaout (52,000 ha), Downstream-

Tassaout (44,000 ha), part of the Haouz (35,400 ha), and Beni Ami (28,500 ha). These areas 

grouped together make 22% of Morocco’s total irrigated lands and play a significant role in the 

socio-economic development of the watershed. Furthermore, eleven out of the fifteen dams are 

equipped, with hydropower plants with an installed capacity of 629 MW, allowing an average 

electricity production of 1800 GWh per year (70% of the national production capacity).  
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Figure 13. The geographical setting of the study area. 

The OERB contains several groundwater reservoirs in full or in part. The most main aquifers 

are (Figure 14): 

The Turonian of Tadla, the largest aquifer of the watershed, covers an area of 10,000 km2. It 

consists of karstified and dolomitic limestones with a thickness varying from 20 m in the regions 

where the aquifer outcrops and 80 m in the South (on the edge of the Atlas chain), and can reach 

100 m in some places. 

The Eocene aquifer covers an area of 6400 km2. The aquifer thickness starts from 40 m in 

the North and gradually increases to reach 100 m in the South. At the foothill of the Atlas range, 

the aquifer drastically widens to around 300 m. To the north (below the phosphate plateau), the 

Eocene aquifer is composed of alternating sandy phosphate and phosphate limestones with fissured 
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flint. To the south, under the Tadla plain, the Maastrichtian-Eocene series occurs in this region in 

the form of phosphate sands alternating with aquifers of limestones, phosphate dolomites, and flint 

dolomites. The aquifer ends with a level of dolomitic clay. 

The Beni-Moussa-West phreatic aquifer covers an area of 885 km2 under the west part of the 

Beni Moussa irrigated area. It is characterized by a heterogeneous geometry with thickness varying 

between 150 m and 300 m. The aquifer is constituted mostly of limestone and marly-limestone 

formations of the Villafranchian and ancient quaternary, silts and marls, and upper quaternary 

sequences with puddingstone of the recent quaternary. 

 
Figure 14. The geographic location of the OERB’s main aquifers. 

The Beni Moussa-East (also known as Beni Moussa-Dir) phreatic aquifer, with a thickness 

that varies between 100 and 200m, covers an area of 450 km2 corresponding to the east part of the 
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Beni Moussa irrigated area. It contains Mio-Plio-Quaternary sediments essentially composed of 

alternating limestones, marls, and conglomerates, based on the Cretaceous marl-limestone 

complex. 

The Beni Amir phreatic aquifer spreads mostly under the Beni Amir irrigated area on a 

surface of around 600 km2. The aquifer is an alternation of marl-limestone, lacustrine limestone, 

and conglomerates with a thickness between 10 and 100 m. This thickness follows a North-South 

increasing gradient and can reach 200 m in some regions near the aquifer’s southeastern limit. 

The Downstream-Tessaout aquifer occupies an approximate area of 500 km2 with thickness 

varying between 10 and 20 m. The aquifer is mainly composed of sandy-clay fill, a plyo-quaternary 

conglomerate that lies on top of a marly Eocene layer and transgresses into the Turonian 

limestones. The thickness of the Plio-Quaternary aquifer mostly varies between 10 and 20 m. 

The watershed’s main draining river, Oum Er-Rbia, takes its source from the Middle Atlas 

at 1800 m a.s.l. and runs along 550 km until it reaches the outflow in the Atlantic Ocean. Two 

permanent tributaries (Oued El-Abid and Tassaout-Lakhdar) contribute to feeding the mainstream. 

Hence, three main sub-watersheds cover the upstream part of OERB, namely Upstream Oum Er-

Rbia (OER), Oued El-Abid, and Tassaout-Lakhdar. The Oued El-Abid encompasses two sub-

watersheds, Ait Ouchen and Tilouguite drained by Oued El-Abid and Assif’N’Melloul streams, 

respectively (Table 1). These sub-watersheds contribute to feeding Bin El Ouidane, one of the 

largest dams in the country. The dam has a storage capacity of 1300 Mm3 and a regulated volume 

of 945 Mm3.y-1. It assure the irrigation of Tassaout and Beni Moussa irrigated areas (Htitiou et al., 

2019; Lebrini et al., 2019), the water transfer towards the southern neighboring watershed (Tensift), 

and hydropower generation (El Azhari and Loudyi, 2019). In conjunction with the Afourer 

hydropower, with an installed capacity of 464 MW (70% of the total installed capacity of the 

OERB), they allow an annual production that can exceed 718 GWh (El Azhari and Loudyi, 2019). 
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Table 1. Characteristics of the Ait Ouchene and Tilouguite sub-watersheds. 

 
Perimeter 

(km) 

Area 

(km2) 

Minimum 

Elev. (m) 

Maximum 

Elev. (m) 

Mean 

Elev. (m) 

Dominant Elev. 

ranges 

Ait Ouchene 390 2427 953 3230 1927 1400-2200 

Tilouguite 412 2410 1068 3424 2386 2200-3000 

Most of the information and numbers, related to dams and aquifers, reported above are 

obtained from the official website of the ABHOER (www.abhoer.ma/) and ORMVAT 

(www.ormva-tadla.ma/) institutions, responsible for water resources and agricultural activities 

management, respectively. 

2.2. In Situ Data 

Rainfall records from twenty-six manual RGs, situated within the limits of the OERB, were 

used in this study (Table 2). Data series from twenty-five stations were provided by the ABHOER 

and one station was obtained from the ORMVAT. Most of the gauges managed by the ABHOER 

are intended for measuring both rainfall and streamflow. Hence, all available gauges are situated 

on the banks of the hydrographic network of the OERB. The ORMVAT (Oulad Gnaou) gauge, 

which is intended for agricultural studies, is located within the irrigated area of Beni Moussa. The 

data is used at both daily and monthly timescales. The daily data are available mostly for a short 

time range (09/1996–08/2012), only three time series (Ait Ouchene, Oulad Gnaou, and Tilouguite) 

start from the 1970s. The monthly time series, on the other hand, cover longer periods, ranging 

from 1970 to 2011. This 40-year time coverage was available at fifteen out of the twenty-six RGs. 

It should be noted that, hereafter, the year term refers to the hydrologic year starting from 

September and ending in August (e.g., 01/09/2001-31/08/2002, 2001/2002) . 

The characteristics of the RGs used in this work and data availability are illustrated in 

Table 2. 

http://www.abhoer.ma/
http://www.ormva-tadla.ma/
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Table 2. Characteristics of the RGs used in this work. The column “Chapter” represents the number of the 

chapter where the gauge data is employed. 

 

Daily streamflow data from two gauges, delivered by the ABHOER, were used in this work 

(Table 3). The gauges of Ait Ouchene and Tilouguite are located at the outlet and, respectively, 

record daily streamflow of Ait Ouchene and Tilouguite sub-watersheds. The streamflow 

observations are made by limnimetric readings converted into actual discharge (m3.s-1) using the 

rating curve method (the relationship between the flow rate and the stream stage). 

ID Gauge Names Lon. Lat. Elev. Daily Time range Monthly Time range Chapter

1 Addammaghene -6.74 31.71 1098 Yes 09/1996 - 08/2012 - - V, VI

2 Ait Ouchene -6.10 32.26 963 Yes 08/1975 - 08/2012 Yes 01/1970 - 12/2010 III, IV, V, VI

3 Ait Sigmine -6.86 31.73 1025 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

4 Ait Tamlilt -6.90 31.45 1860 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

5 Al Massira -7.63 32.48 260 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

6 Assaka -7.00 31.83 622 Yes 09/1996 - 08/2012 - - V, VI

7 Aval El Heri -5.62 32.86 830 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

8 Bissi Bissa -7.23 32.36 302 Yes 09/1996 - 08/2012 - - V, VI

9 Chacha N Amellah -5.74 32.78 830 Yes 09/1996 - 08/2012 - - V, VI

10 Hassan 1st Dam -6.82 31.83 1009 Yes 09/1996 - 08/2012 - - V, VI

11 Mechra Eddahk -6.51 32.43 414 Yes 09/1996 - 08/2012 - - V, VI

12 Moulay Bouzekri -6.44 32.46 427 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

13 Moulay Youssef Dam -7.25 31.67 880 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

14 Ouaouirinth -7.04 32.11 370 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

15 Ouaoumana -5.81 32.72 697 Yes 09/1996 - 08/2012 - - V, VI

16 Oulad Gnaou -6.53 32.33 450 Yes 09/1970 - 08/2012 - - V, VI

17 Ouled Sidi Driss -7.11 32.32 336 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

18 Sgat -6.68 31.81 1150 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

19 Sidi Driss Dam -7.07 31.85 642 Yes 09/1996 - 08/2012 - - V, VI

20 Taghzirt -6.21 32.44 565 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

21 Tamchachate -5.27 33.07 1696 Yes 09/1996 - 08/2012 - - V, VI

22 Tamesmate -7.21 31.58 920 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, V, VI

23 Tarhat -5.65 32.99 878 Yes 09/1996 - 08/2012 - - V, VI

24 Tichki -6.30 31.54 3250 - - - - IV, V

25 Tillouguite -6.21 32.02 1100 Yes 08/1977 - 08/2012 Yes 01/1970 - 12/2010 III, IV, V, VI

26 Tizi N lsly -5.74 32.41 1347 Yes 09/1996 - 08/2012 Yes 01/1970 - 12/2010 III, IV, V, VI

27 Zaouit Ahansal -6.10 31.83 1595 Yes 09/1996 - 08/2012 - - IV, V, VI
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Table 3. Characteristics of the streamflow gauges used in this work. The column “Chapter” represents the 

number of the chapter where the gauge data is employed. 

 

Temperature data were obtained from three gauges (Table 4), namely Sidi Driss Dam 

(ABHOER), Oulad Gnaou (ORMVAT), and Tichki (IMPETUS; Schulz and de Jong, 2004). The 

mountainous part of the OERB suffers from the absence of consistent daily temperature data. 

Therefore, the average temperature of the Ait Ouchene and Tilouguite sub-watersheds was 

estimated based on the TLR (Temperature Lapse Rate, Equation 1) method using the Tichki 

(located in the Daraa watershed near Ait Ouchene and Tilouguite) as a reference gauge. The TLR 

method relies on the fact that temperature variation is influenced by elevation. It is well known that 

the atmospheric temperature decreases as we go up in the troposphere. This decrease is controlled 

by a standard TLR of 0.65°C per 100m (Boudhar, 2009). Thus, in the mountainous regions, the 

rise in elevation induces a drop in air temperature. However, the TLR significantly depends on 

microclimates changes that may occur from one mountain range to another. Hence, in this work, 

we did rely on the TLR 0.56°C per 100 m estimated by Boudhar, (2009) for some neighboring 

watersheds. 

The temperature is estimated using the following formula: 

𝑇𝐵 = 𝑇𝑇𝐶𝐾 +
𝑇𝐿𝑅 𝑥 (𝑇𝐶𝐾𝐸𝐿𝑉 − 𝐵𝐸𝐿𝑉)

100
 ; 𝑇𝐶𝐾𝐸𝐿𝑉 > 𝐵𝐸𝐿𝑉  Equation 1 

Where: 

𝑇𝐵: the average temperature of the watershed; 

𝑇𝑇𝐶𝐾: the temperature recorded at the Tichki gauge; 

𝐵𝐸𝐿𝑉: the mean elevation of the watershed; 

𝑇𝐶𝐾𝐸𝐿𝑉: the elevation of the Tichki gauge. 

ID Gauge Names Lon. Lat. Elev. Daily Time range Monthly Time range Chapter

2 Ait Ouchene -6.10 32.26 963 Yes 08/1975 - 08/2011 - - III, IV, V, IV

25 Tillouguite -6.21 32.02 1100 Yes 09/1977 - 08/2011 - - III, IV, V, IV
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Table 4. Characteristics of the temperature gauges used in this work. The column “Chapter” represents the 

number of the chapter where the gauge data is employed. 

 

Monthly PET (potential evapotranspiration) data series were estimated for Ait Ouchene 

and Tilouguite using the Thornthwaite model (Thornthwaite, 1948). The latter considers potential 

evapotranspiration as a function of air temperature (Boudhar et al., 2009; Robinson and Wars, 

2017). The only data requirements are mean air temperature and hours of daylight to account for 

the unequal day lengths in different months (Davie, 2008; Robinson and Wars, 2017). 

The first part of the Thornthwaite estimation technique derives a monthly heat index “i” for 

each month based on the mean monthly temperature “t” °C (Equation 2). 

𝑖 = (
𝑡

5
)
1.514

 Equation 2 

The heat index monthly values are then summed to provide an annual heat index “I” 

(Equation 3). 

𝐼 =∑𝑖

12

𝑗=1

 Equation 3 

Then, according to Thornthwaite the evapotranspiration estimates is derived as (Equation 4): 

𝑃𝐸 = 16𝐾 × (
10𝑡

𝐼
)
𝑎

 Equation 4 

Where 𝐾 is a correction factor to account for unequal hours of daylight between months, 

determined based on the latitude of the studied site (Table 5). 

Table 5. Correction coefficients “K” for the latitude 30° N (Teegavarapu, 2012). 

 

ID Gauge Names Lon. Lat. Elev. Daily Time range Monthly Time range Chapter

16 Oulad Gnaou -6.53 32.33 450 Yes 09/1970 - 08/2010 - - III

19 Sidi Driss Dam -7.07 31.85 642 - - Yes 09/1985 - 04/2014 III

24 Tichki -6.30 31.54 3250 Yes 04/2001 - 12/2010 - - IV, V

Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug

K 1.03 0.98 0.88 0.87 0.89 0.86 1.03 1.08 1.19 1.19 1.21 1.15
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𝑎 is a term of the equation that can be calculated as follow (Equation 5): 

𝑎 = 6.7 × 10−7𝐼3 − 7.7 × 10−5𝐼2 + 0.018𝐼 + 0.49 Equation 5 

2.3. Remote Sensing and Ancillary Data 

2.3.1. Rainfall 

2.3.1.1. TRMM 

TRMM is the first space mission dedicated to the quantitative radar-based measurement of 

rainfall from space (Huffman et al., 2010a; Macritchie, 2015). It was launched from NASDA, the 

28th of November 1997 (NASDA, 2001). The mission was developed as a collaboration between 

NASA and JAXA. The satellite launched as a part of the TRMM mission orbits the earth at 400 

km of altitude and 35° of inclination. It embeds five measurement instruments (Kummerow et al., 

2000, 1998), the PR (Precipitation Radar), the TMI (TRMM Microwave Imager), VIRS (Visible 

and Infrared Scanner), CERES (Clouds and the Earth's Radiant Energy System), and LIS 

(Lightning Imaging Sensor). Out of the five instruments, PR (operating at 13.8 GHz), TMI 

(operating at five channels 10.65, 19.35, 22.235, 37.0, and 85.5 GHz), and VIRS (Operating at 

0.63, 1.6, 3.75, 10.8, and 12 μm) are dedicated to the rainfall measurement system. The TRMM 

program provides a variety of algorithms, including the TMPA (TRMM Multi-satellite 

Precipitation Analysis) 3B42 Version 7 (Bolvin and Huffman, 2015; Huffman et al., 2010b), that 

produce rainfall estimation products through the combination of data from TRMM and various 

other satellites (LEO and GEO). The use of multisource data is mainly to provide full coverage 

rainfall estimates in terms of space and time. In addition to TMI, SSMI (on DMSP), SSMIS (on 

DMSP), AMSR-E (on Aqua), AMSU-B (on NOAA), and MHS (on NOAA and MetOp) are 

combined to produce global and temporally continuous PMW-based rainfall estimates (Huffman 

et al., 2010b). The latter are produced by two different service groups based on two different 

algorithms. At PMM/PPS, the Rainfall estimates are retrieved from TMI, SSMI, SSMIS, and 

AMSR-E through the physically-based GPROF algorithm (Kummerow et al., 2001), where 

different versions are used on each of the PMW observations. On the other hand, the 

NESDIS/MSPPS used the algorithm developed by Zhao and Weng, (2002) and Weng et al., (2003) 

to compute the AMSU-B and MHS rainfall estimates. Then, the PMW-based rainfall estimates are 

calibrated using the TMI (adjusted to PR) as a reference calibrator. However, when observations 
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from more than one sensor are available for the same region, the average of data from all available 

sensors is used instead. For quality matter in AMSU-B and MHS, precedence is given to the other 

sensors for average calculation. The GEO IR data from GEOS, GMS, MTSat, and Meteosat were 

collected and reproduced by NOAA/NCDC and CPC as inputs in TMPA (Huffman et al., 2010b). 

After being merged as a global grid of cloud top temperature, the GEO IR data are processed for 

rainfall retrieval in a relatively similar approach as in GPI. The clouds are classified according to 

their top temperature, where only clouds with top temperatures below a given threshold are 

considered. The final satellite-based rainfall estimates are mainly created from PMW-based 

estimates where available, and PMW-based estimates calibrated by IR estimates elsewhere. The 

combined PMW and IR estimates are adjusted to the GPCP (Adler et al., 2018, 2003) monthly RG 

analysis to reduce the bias in the satellite-based rainfall estimates. 

The final TMPA 3B42 product is provided as quasi-global (50°S to 50°N) rainfall estimates 

at 0.25°x0.25° spatial resolution and, at 3-hourly and daily temporal resolutions. The data 

production started in 1998 and ended in 2017. The lifetime of the TRMM mission came to an end 

officially in 2015, but the TMPA products were maintained until 2017 thanks to the availability of 

data from the cooperating satellites. The product used in this work was originally obtained as daily 

(00:00 GMT – 00:00 GMT) rainfall totals at the aforementioned spatial resolution. 

2.3.1.2. PERSIANN 

PERSIANN-CDR product is developed by the CHRS at the University of California, Irvine 

for rainfall estimation based on GEO IR and RG data (Ashouri et al., 2015; Sorooshian et al., 2000). 

The GridSat-B1 data is produced by merging data from multiple GEO satellites (Meteosat, GEOS, 

GMS, and FY2) collected by NOAA/NCDC under the ISCCP framework (Ashouri et al., 2015). It 

consists of three subproducts, where IRWIN (InfraRed WINdow), available since 1980, is the one 

used to feed the PERSIANN algorithm. First, the IRWIN imagery is scanned by a 5x5 regular GCs 

moving window. And, the IR temperature from the central GC, the mean temperature of 3x3 GCs, 

the standard deviation temperature of 3x3 GCs, the mean temperature of 5x5 GCs, and the standard 

deviation temperature of 5x5 GCs are extracted (Sorooshian et al., 2000). These statistical features 

are then classified, and mapping functions that linearly link the rainfall rate estimates to the 

aforementioned features are built through calibration against various rainfall observations. Rainfall 

data from LEO PMW (if available), radars, and ground RGs serve as references to train the model 
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to build the relationship between the IR top-cloud temperature and rain rate. Lastly, the algorithm’s 

outcome is then bias-adjusted against the GPCP 2.2 using the LS technique (see section 6.2.2.1. 

for more details about this technique) 

The final PERSIANN-CDR product is provided as quasi-global (60°S to 60°N) rainfall 

estimates at 0.25°x0.25° spatial resolution and, at 3-hourly and daily temporal resolutions. It is 

available for the period from 1983 to the present, which is long enough to allow relevant 

climatological analysis after evaluation against the ground RGs. The product used in this work was 

originally obtained as daily (00:00 GMT – 00:00 GMT) rainfall totals. 

2.3.1.3. IMERG 

GPM, the successor TRMM, is a space mission jointly launched by NASA and JAXA on 

February 27th, 2014, in collaboration with other space agencies and programs from around the 

world (George J Huffman et al., 2019; George J. Huffman et al., 2019). The GPM satellite orbits 

the earth at an inclination of 65° and an approximate altitude of 408 km. The core observatory of 

GPM is constituted of active DPR (Dual-frequency Precipitation Radar, operating at Ku and Ku 

bands) and a multichannel PMW sensor called GMI (GPM Microwave Imager, operating at thirteen 

channels from 10 GHz to 183 GHz). These instruments provide information about the rainfall rate 

and distribution (three-dimensionally) within the cloud systems. Also, they serve as a reference for 

merging rainfall information from other sensors of the GPM constellation to provide quasi-global 

rainfall estimates. In addition to GMI, the GPM constellation consists of several PMW sensors 

onboard LEO satellites, namely AMSR-2 (on GCOM-W1), ATMS (on SNPP and NOAA20), 

SAPHIR (on Megha-Tropiques), MHS (on NOAA19 and MetOp), SSMI (on DMSP), and SSMIS 

(on DMSP). The IR observations from GEO satellites (GMS, MTSat, Himawari Series-JMA, 

GOES, Meteosat) complement the relatively limited spatiotemporal coverage of the PMW 

estimates. The various PMW brightness temperature data are intercalibrated to the GMI-DPR 

combined product, through a probability matching technique (Krajewski and Smith, 1991), and 

then merged and converted to rainfall estimates. The estimates from most sensors are computed 

using one fixed version of the GPROF algorithm (George J. Huffman et al., 2019), except for 

SAPHIR-based estimates that are produced using the PRPS algorithm (Kidd, 2018). During the 

merging process, the PMW estimates are combined to one global grid array by retaining the 

available data. When observations from multiple sensors are available for a given region a 
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precedence order is applied. The conical-scan radiometers are preferred over the cross-track 

scanners. In particular, the algorithm prioritizes the sensor that provides the closest observation to 

the reference reporting time. The monthly calibrated rainfall estimates are distributed to a half-

hourly scale using the CMORPH-KF (Joyce and Xie, 2011) quasi-Lagrangian time interpolation 

scheme and PERSIANN-CCS cloud classification system (Hong et al., 2004), using IR 

observations from the cooperating GEO satellites (George J. Huffman et al., 2019). Moreover, the 

CMORPH-KF scheme relies on motion vectors derived from MERRA-2 (Gelaro et al., 2017) and 

GEOS-FP total precipitable water vapor data (Lucchesi, 2018). 

The IMERG estimates are available in Early, Late, and Final releases. The two first releases 

rely mainly on the on-hands satellite data to provide estimates with the least latency possible. The 

Final release, on the other hand, is more complete as it uses available data from all cooperating 

sensors and GPCP monthly data. The latter is used as a reference to bias-adjust the satellite-based 

rainfall estimates using the same technique as in PERSIANN. The IMERG v6 algorithm combines 

data collected during the TRMM era with those collected by GPM since 2014 and provides quasi-

global (60°S to 60°N) rainfall estimates from 2000 to present. The data is available at 0.1°x0.1° 

spatial resolution and, at half-hourly and daily temporal resolutions. The final release product used 

in this work was originally obtained as daily (00:00 GMT – 00:00 GMT) rainfall totals. 

2.3.1.4. RFE 

The RFE version 2.0 was developed by NOAA's Climate Prediction Center in association 

with USAID/FEWS-NET (Love et al., 2004). The data is produced via the algorithm based on the 

Pingping Xie (Xie and Arkin, 1996) method, which incorporates three different data sources. The 

latter consist of GEO IR, PMW, and RG data. The RFE algorithm works in a merging process of 

two steps. The first step aims at reducing the random error through the combination of IR and PMW 

data. A first IR-based rainfall estimate is produced by computing the GPI approach using brightness 

temperature determined from half-hourly Meteosat imagery (10.5-12.5µm wavelength window). 

This estimate is derived from the fraction of cloud systems with a top cloud temperature below 

235K (Arkin and Meisner, 1987; Love et al., 2004). The GPI-based estimates are then linearly 

combined with rain rates derived from the SSMI (on DMSP) and the AMSU (on NOAA satellites). 

The combination consists of a weighted average where the weighting coefficients of each data 

source are determined by comparing the satellite estimates with the observed rainfall (Love et al., 
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2004). The last step is mainly for reducing the bias associated with the satellite-only estimates. 

Thus, the outcome of the IR and PMW combination is then calibrated against the gauge daily 

accumulated rainfall provided by the GTS. The calibration procedure relies on attributing the daily 

observed rainfall to the GCs that correspond to the RGs positions and the satellite estimates 

elsewhere.  

The final products provide daily (06:00 GMT – 06:00 GMT) estimates of rainfall at each 

0.1°x0.1° GC over the African continent. The RFE data is available from 2001 to present. The 

limited temporal coverage of the RFE data is mainly due to the shortage of historical PMW data 

records. 

2.3.1.5. ARC 

ARC 2 is the second version of the Africa Rainfall Climatology algorithm produced by the 

NOAA's Climate Prediction Center in association with USAID/FEWS-NET (Novella and Thiaw, 

2013). It was developed mainly to fill the shortage in the dataset record provided by RFE2 and 

serve sufficient data for long-term climatic analysis. Thus, the ACR2 algorithm operates in a mostly 

similar way as the one employed in RFE2. The differences between the two datasets mainly 

concern the input data used for algorithm forcing. ARC2 uses only two data sources out of the three 

employed in RFE2. It maintains the same GTS gauge data used for calibration and Meteosat IR 

used for the GPI rainfall estimates production. The GPI calculation relies on a 3-hourly temporal 

sampling of the geostationary IR data instead of the half-hourly observations, which added extra 

efficiency in data processing and availability (Novella and Thiaw, 2013). The exclusion of PMW 

data was mainly motivated by the absence of long and continuous daily records. It allows the 

construction of consistent and long-term rainfall estimates based on GTS and IR data 

The ARC rainfall estimates are available from 1983 to present. The final product is provided 

as daily (06:00 GMT – 06:00 GMT) rainfall estimates gridded at a 0.1°x0.1° spatial resolution over 

the African continent. 

2.3.1.6. CMORPH 

CMORPH algorithm is developed by the NOAA-CPC for rainfall estimation by combining 

geostationary IR (Meteosat, GEOS, GMS), LEO PMW (TMI, AMSU-B, SSM/I), and daily gauged 

rainfall data (Joyce et al., 2004). Firstly, rainfall estimates are generated from PMW imagers (TMI, 
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SSMI) and sounders (AMSU-B) using GPROF (Kummerow et al., 2001) and MSPPS (Ferraro et 

al., 2005), respectively. The PMW rainfall retrieved from all sources is rescaled to a homogenous 

spatial resolution of 8 km x 8 km and then calibrated by matching the probability density functions 

of the PMW estimates. The TMI (on TRMM) sensor serves as a reference calibrator. This operation 

ensures the homogeneity of the rainfall retrievals from the multiple data sources with different 

degrees of sensitivity. Since 2015, the year the TRMM mission lifetime ended, the calibration 

procedure relies on the reference probability functions estimated from the historical data from each 

sensor (Xie et al., 2017). After calibration, the multisource PMW data is grouped into one global 

scene and marked with a suffix MWCOMB. In regions where the PMW data scenes are overlapped, 

only one of the available PWM estimates is used according to the quality precedence ranking (Xie 

et al., 2017). Even after the combination of multisource images for rainfall retrieval, the 

spatiotemporal coverage of the PMW data remains very limited. The IR estimates, in contrast, are 

globally available at finer temporal resolution. Thus, cloud motion vectors computed from the GEO 

IR images are used to spatiotemporally propagate the PMW-derived rainfall. Lastly, overland, an 

adjustment against the daily CPC gauge-based analysis rainfalls is performed to account for the 

bias associated with the Satellite-based CMORPH estimates. It consists of a nonlinear approach 

that seeks to fit the probability density function of daily CMORPH Raw to that of the CPC daily 

gauge data (the same principle reported in section 6.2.2.2.).  

The final CMORPH product consists of a global (60°S to 60°N) half-hourly rainfall estimates 

available at 0.08° x 0.08° from 1998 to present. The rainfall estimates are also available at upscaled 

spatial and temporal resolutions. The daily (00:00 GMT – 00:00 GMT) CMORPH-CRT, gridded 

at a 0.25° x 0.25° spatial resolution, is used in this work. 

2.3.1.7. CHIRPS 

The CHIRPS v2.0 rainfall product is developed by the USGS and CHC in collaboration with 

NASA, USAID, and NOAA (Funk et al., 2015a, 2015b). The dataset was developed to provide 

long-term rainfall data for trend and drought monitoring to support early warning systems (such as 

the FEWS-NET framework). The CHIRPS algorithm combines thermal IR, PMW, and RGs 

rainfall data to produce daily, pentanal, and monthly rainfall estimates at 0.05° x 0.05° spatial 

resolution. It works in a three steps estimation process that involves the computation of the 

CHPclim, the CHIRP, and the CHIRPS estimates. First, the CHPclim is created based on long-
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term monthly means from FAO and GHCN rainfall historical records, TRMM 2B31 rainfall 

estimates, CMORPH rainfall estimates, IR, MODIS LST (Land Surface Temperature) in addition 

to physiographic and geographic information (Funk et al., 2015a, 2015b). A moving window 

regression approach is adopted to produce CHPclim estimates, where a local regression is 

performed for each GC considering prediction information derived based on the geographic and 

physiographic indicators, and satellite observations. The regression models are then fitted to the 

FAO climate normal and the residuals are used to make a preliminary estimate. The latter are bias-

adjusted based on scaling factors estimated from the GHCN stations and CHPclim climate normals 

(provided at 0.05° x 0.05° GC). IR data from GridSat and CPC are blended and used by CHIRP to 

calculate the duration, referred to as CCD, for which a cold cloud (temperature below 235°k) has 

covered a given GC. The CCD is linked to the observed rainfall through regression models 

calibrated against the TRMM 3B42 rainfall estimates. The developed models are then used to 

produce estimates of pentanal rainfall normals at a rescaled 0.05° x 0.05° GCs. The final CHIRP 

product is the pentanal rainfall normals multiplied by the CHPclim normals. The daily CHIRP data 

are calculated by redistributing the pentanal totals proportionally to the daily CFS data. The 

CHIRPS data refer to the CHIRP product after bias adjustment. To this end, CHIRPS data 

incorporate ground RG data from multiple sources at both daily (GTS and NMAs) and monthly 

(GHCN, GSOD, SASSCAL, and NMAs) time scales. In the first place, the bias-adjustment process 

relies on GTS and NMA data to provide an early release version of the product. The late release 

version takes into consideration all RG data sources. The combination process consists of a 

weighted average of the ratio between five surrounding gauges and the concerned CHIRP GC. The 

weighting coefficients are mainly calculated adopting the inverse distance weighting principle, a 

decorrelation slope, and the correlation between CHIRP and the nearest RG. 

The CHIRPS rainfall product is available from 1981 to present at daily (00:00 GMT – 00:00 

GMT), pentanal, and monthly time resolutions. With a quasi-global spatial coverage (50°S-50°N), 

the dataset is provided at 0.05° x 0.05° (CHIRPSp5) and 0.25° x 0.25° (CHIRPSp25) spatial 

resolutions. The daily (00:00 GMT – 00:00 GMT) estimates of both CHIRPSp5 and CHIRPSp25 

are considered for evaluation in this work. 
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2.3.2. Snow Cover 

Over the mountainous region of the OERB, there are no gauging stations dedicated to snow 

depth measurements. Satellite data are the only source available to derive information about snow 

cover. MOD10A1 version 6 product, from Terra MODIS satellite data (Hall and Riggs, 2016), is 

used in this study to cope with the lack of snow in situ measurements. Since the early 2000s, the 

product provides daily maps of SCA at a 500 m spatial resolution. However, daily maps are often 

affected by cloud coverage. Therefore, the images were processed to fill missing and the cloud-

covered GCs adopting the methodology reported by Marchane et al., (2015), specifically developed 

for the Moroccan Atlas mountain range.  

The performance of the MOD10A1 product against in situ data was assessed by Marchane et 

al., (2015) over the Atlas mountain of Morocco, including the OERB. They have concluded that 

the SCA product provided by MODIS can be reasonably used to map snow cover over the study 

area. Moreover, numerous works have used MODIS SCA in hydrologic modeling (e.g., Lee et al., 

2005; Li and Williams, 2008; Sorman et al., 2009). Lee et al., (2005) calibrated the HBV model 

against runoff and SCA from MODIS in Turkey, while Sorman et al., (2009) compared MODIS 

and NOHRSC SCA products as inputs to simulate streamflow using SRM (Snowmelt Runoff 

Model) in Colorado and New Mexico. Both studies agreed that SCA from MODIS can provide 

good simulations of streamflow. 

2.3.3. GRACE 

GRACE is a joint mission between NASA and DLR, both invested in the build and the launch 

of the mission back in March 2002 (Tapley et al., 2004). The mission’s main goal was to map the 

Earth’s monthly gravity changes provoked by mass redistribution above and below the earth’s 

surface. The GRACE measurements were planned for a five years lifetime. Due to the relevant data 

and significant insights provided about the Earth system, the mission was extended for additional 

years of gravitational measurements until October 2017 (Tapley et al., 2019). After GRACE shut 

down due to battery and fuel problems, the successor mission GRACE-FO was launched in May 

2018 to ensure the continuity of measurements based on the same principle and instruments 

adopted in the GRACE mission. The latter consists of two identical satellites, GRACE-1 (leading) 

and GRACE-2 (trailing), flying the earth in tandem (220 km apart) on a 500 km polar orbit. The 

twin satellites, in addition to the telecommunication and maintenance systems, imbed two main 
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instruments: GPS receivers and microwave K-band antennas (NASA, 2002). The GPS receivers' 

main role is to provide the precise locations of the two satellites based on the GPS constellation 

(NASA, 2002). The positioning information is interchanged between the two satellites through 

carrier signals transmitted and received by the microwave antennas. The received signals are then 

processed to calculate the changes in the distance (at a micrometric precision) between the twin 

satellites. The changes in gravity pulls are determined proportionally to the distance between 

GRACE-1 and GRACE-2 that changes as the satellites fly areas of different gravity fields. When 

the satellites pass over an area of important gravity the distance between them increases, as the 

gravity force pulles GRACE-1 farther ahead of GRACE-2. When the GRACE-2 passes over the 

same area, the satellite is pulled toward the GRACE-1 and the distance between them gets reduced 

(NASA, 2003). 

The gravitational pull is exerted by the earth’s mass in its whole, including the mass of its 

lithosphere, biosphere, and hydrosphere. At small temporal scales, the lithosphere is mostly subject 

to insignificant changes. Thus, its mass remains relatively constant over time compared to the mass 

of the hydrosphere. The latter, with both of its liquid and solid components, is in continuous 

movements between the different Earth’s reservoirs. These movements, which can occur at a finer 

temporal scale, are responsible to a large extent for the variability of the earth’s gravity fields 

(NASA, 2002). The measurements of the gravity changes provided by GRACE are mainly 

representative of the water mass redistribution over time and space. The GRACE end-user data, 

provided as Equivalent Water Thickness anomalies, are corrected for most geophysical distortions 

and ready to use for analyzing the surface and subsurface water variability. They are available as 

solutions from various centers (CSR, GFZ, JPL, and GSFC) in spherical harmonics and Mascons 

(mass concentration blocks) versions. The Mascons version is newly released as an alternative for 

solving the gravity signals. It has advantages over the spherical harmonics. The Mascons solution 

requires no postprocessing in terms of destriping or smoothing, less subject to leakage errors, and 

shows better land-ocean signals separation (Luthcke et al., 2013; Save et al., 2016; Watkins et al., 

2015). 

The GSFS mascons solution (Luthcke et al., 2013) is used in this work. It provides the earth’s 

monthly TWS (Total Water Storage) anomalies from 2003 to the near present, at a spatial resolution 

of 1°x1°. TWS sums the water masses contained in the different terrestrial reservoirs: SWB 
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(Surface Water Bodies), SWE (Snow Water Equivalent), SM (Soil Moisture), GWS (Ground Water 

Storage), Canopy (Ca) (Shen et al., 2015). Thus, the changes in the GWS (Ground Water Storage) 

can be estimated as: 

𝐺𝑊𝑆 =  TWS − (SWB + SWE + SM + Ca) Equation 6 

One or more of the equation terms (SWB+SWE+SM+Ca) can be omitted according to their 

significance to the long-term variations in the TWS (Shen et al., 2015). 

Table 6. Characteristics and references of the remote sensing data used in this work. 

SRP names Spatial 

Resolution 

Spatial 

Coverage 

Temporal 

resolution 

Temporal 

Coverage 

Unit Source 

RFE 0.1° x 0.1° 40°S–40°N 

20°W–55°E 

Daily 2001 - 

present 

mm ftp://ftp.cpc.ncep.noaa.gov

/fews/fewsdata/africa/rfe2/ 

ARC 0.1° x 0.1° 40°S–40°N 

20°W–55°E 

Daily 1983 - 

present 

mm ftp://ftp.cpc.ncep.noaa.gov

/fews/fewsdata/africa/arc2/ 

CMORPH-CRT 0.25° x 0.25° 60°S - 60°N Daily 1998 - 

present 

mm ftp://ftp.cpc.ncep.noaa.gov

/precip/CMORPH_V1.0/ 

PERSIANN-CDR 0.25° x 0.25° 60°S - 60°N 3-h 

Daily 

1983 - 

present 

mm ftp://persiann.eng.uci.edu/

CHRSdata/PERSIANN-

CDR/adj_3hB1 

CHIRPS 0.05° x 0.05° 

And 

0.25° x 0.25° 

50°S - 50°N Daily 1981 - 

present 

mm https://data.chc.ucsb.edu/pr

oducts/CHIRPS-

2.0/global_daily 

GPM IMERG 0.1° x 0.1° 60°S - 60°N 30-min 

Daily 

2000 - 

present 

mm https://gpm1.gesdisc.eosdi

s.nasa.gov/data/GPM_L3 

TRMM 3B42 0.25° x 0.25° 50°S - 50°N 3-h 

Daily 

1998 - 

2017 

mm https://disc2.gesdisc.eosdis

.nasa.gov/data/TRMM_L3  

MOD10A1 500 m Global Daily 2000 - 

present 

% https://earthdata.nasa.gov/ 

GRACE 1° x 1° Global Monthly 2003 - 

present 

cm https://grace.jpl.nasa.gov/

mission/grace/ 

 

 

ftp://ftp.cpc.ncep.noaa.gov/fews/fewsdata/africa/rfe2/
ftp://ftp.cpc.ncep.noaa.gov/fews/fewsdata/africa/rfe2/
ftp://ftp.cpc.ncep.noaa.gov/fews/fewsdata/africa/arc2/
ftp://ftp.cpc.ncep.noaa.gov/fews/fewsdata/africa/arc2/
ftp://ftp.cpc.ncep.noaa.gov/precip/CMORPH_V1.0/
ftp://ftp.cpc.ncep.noaa.gov/precip/CMORPH_V1.0/
ftp://persiann.eng.uci.edu/CHRSdata/PERSIANN-CDR/adj_3hB1
ftp://persiann.eng.uci.edu/CHRSdata/PERSIANN-CDR/adj_3hB1
ftp://persiann.eng.uci.edu/CHRSdata/PERSIANN-CDR/adj_3hB1
https://data.chc.ucsb.edu/products/CHIRPS-2.0/global_daily
https://data.chc.ucsb.edu/products/CHIRPS-2.0/global_daily
https://data.chc.ucsb.edu/products/CHIRPS-2.0/global_daily
https://gpm1.gesdisc.eosdis.nasa.gov/data/GPM_L3/
https://gpm1.gesdisc.eosdis.nasa.gov/data/GPM_L3/
https://disc2.gesdisc.eosdis.nasa.gov/data/TRMM_L3/TRMM_3B42.7/
https://disc2.gesdisc.eosdis.nasa.gov/data/TRMM_L3/TRMM_3B42.7/
https://earthdata.nasa.gov/
https://grace.jpl.nasa.gov/mission/grace/
https://grace.jpl.nasa.gov/mission/grace/
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2.3.4. Soil Moisture 

SURFEX (in french Surface Externalisée) is a surface modeling platform developed by 

Météo-France. It is composed of various physical models for natural land surface (soil and 

vegetation), urban and artificial areas, natural surface water bodies, and ocean, including chemistry 

and aerosol surface processes (Albergel et al., 2018a). The platform includes the ISBA land surface 

model that allows to physically simulate the land-atmosphere exchanges by solving the soil-

vegetation energy and water budgets. It also includes the TRIP (Oki and Sud, 1998) hydrologic 

model, which is coupled to ISBA and uses its outputs to simulate streamflow. The models are 

implemented through a global land data assimilation system (LDAS-Monde; Albergel et al. 2017). 

The latter permits the incorporation of surface SM and leaf area index satellite observations to 

constraint the near-surface variables (including SM) simulated by the ISBA-TRIP coupling model. 

More information can be found in the scientific literature (Albergel et al., 2019, 2018b, 2017) and 

on the SURFEX official website (http://www.umr-cnrm.fr/surfex/, last access: August 2019). 

Monthly SM simulated at the watershed scale by the SURFEX modeling system is used in 

this work. The data were computed and delivered by a third party affiliated with Météo-France. 

2.4. Gridded Data Processing 

In this work, the gridded data processing, as well as the numerical computations and 

graphical illustrations, were made using the platform of the MATLAB (MATrix LABoratory) 

programming language developed by Mathworks. The gridded data were freely downloaded from 

the web in different file formats: NetCDF, HDF, Binary, and tiff. While the data is stored in Binary 

and tiff files in a standard matrix format, in NetCDF and HDF files, it is structured in one single 

file as multiple variables (data, attributes, coordinates, and temporal information) that can be 

extracted and manipulated separately. This kind of storage format facilitates the data organization, 

but it requires additional computational skills and function libraries to access the data inside the 

files. Thus, Matlab codes were created to read and access each of the datasets. These codes were 

written such that to consider the specificity of the different file and storage formats, and thus 

automate the reading process to overcome the huge amount of data. For some gridded datasets, the 

time series were available as separate files. Each file contains a two-dimensional matrix that 

corresponds to a specific day of the study period, which makes it 3287 files to cover the period 

http://www.umr-cnrm.fr/surfex/
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between 2001/09/01 and 2010/08/31 (study period). This is the case of ARC and RFE (tiff), 

CMORPH (Binary), IMERG (NetCDF), TRMM (NetCDF4), and MODISA1 (HDF). The time 

series of other gridded data sets were stacked as a three-dimensional matrix, where the data files 

are available in blocks. Each block contains a one-year time series (365/366 images in one file), 

such as in the case of CHIRPS (NetCDF), or time series of the whole study period, as in the case 

of PERSIANN (NetCDF) and GRACE (HDF5). The information contained in the images was 

retrieved using geographical masks prepared based on shapefiles (created vias a GIS software) that 

describes the position of the RGs and the extent of the sub-watersheds considered in this work. The 

extraction was done by iteratively read the data files and overlap them with the mask file, making 

sure that both of them cover the same scene and have compatible dimensions. For the RGs, this 

step consists of creating satellite time series by retrieving the data from the GCs homologous to 

each of the RGs (Figure 15a). For the sub-watersheds, the satellite time series were built by 

averaging the data from the GCs whose centroids were completely within the limits of the studied 

sub-watersheds (Figure 15b), hereafter referred to as WAvg. 

 
Figure 15. Schematic illustration of the data retrieval from the gridded data files using RG (a) and               

sub-watershed (b) masks. X, Y, t, Vrg, and Vsat refer to the longitude, latitude, time indices, values obtained 

from RGs, and the values retrieved from the gridded data, respectively. 

 

 

RG 

Sub-watershed 

(a) 

(b) 

Dates Rain gauge Satellite

Day(t0) Vrg(t0) Vsat(t0)

Day(t1) Vrg(t1) Vsat(t1)

Day(t2) Vrg(t2) Vsat(t2)

. . .

. . .

. . .

Day(tm) Vrg(tm) Vsat(tm)
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2.5. Methodological Summary 

The general methodology (aims, study area, and data) is summarized in Figure 16. More 

detail about the implementation of each of the methodological approaches, including the theoretical 

basis and formulas of the statistical metrics, can be found in their respective chapters hereinafter. 

The main aim of this thesis was to evaluate the performance of eight SRP datasets over the OERB. 

To this end, the capability of the datasets in estimating the daily rainfall was investigated through 

direct comparison and hydrologic modeling approaches. The first consists of a comparison between 

the RG and SRP datasets retrieved as GC and WAvg time series. The comparison between the two 

data sources was held using categorical and standard statistical metrics as indicators of their degree 

of agreement. In the second approach, the WAvg time series of the eight SRP datasets were used 

as rainfall inputs to calibrate the HBV conceptual model. The SRPs were then hydrologically 

evaluated by comparing the simulated daily streamflow against the one gauged at the outlet of the 

Ait Ouchene and Tilouguite sub-watersheds. Prior to this, the HBV model was tested through a 

calibration/validation exercise in the Ait Ouchene sub-watershed. In addition, the model’s structure 

was investigated by conducting sensitivity and interdependency analyses of the model’s internal 

parameters. This step that took place before the evaluation processes, firstly, allowed us to evaluate 

the capability of the model to simulate the daily streamflow in the considered sub-watersheds. 

Secondly, it helped us to outline the model’s structure adequacy to the hydroclimatic context of the 

study area. Furthermore, depending on the evaluation outcomes, bias correction techniques were 

applied on certain SRP datasets. The correction operation was considered to account for or reduce 

the bias contained in the SRP estimates relative to the RG data. 

The SRP data evaluation was preceded by a comprehensive analysis of the hydroclimatic 

variables (rainfall, SCA, temperature, streamflow, TWS, and GWS) over the OERB. The main aim 

of this analysis was the characterization and understanding of the hydroclimatic context of the 

OERB. 
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Figure 16. Flowchart of the general methodology of the thesis. 

  

Study area: 

OERB. 
 

Data: 

In situ measurements 
Monthly time series of 
observed Rainfall, 
temperature, and streamflow. 
 

Gridded measurements 
-MODIS SCA. 
-GRACE TWS and GWS. 
 

Study period: 

Different time periods 

depending the hydroclimatic 
variable. 

Study area:  
Ait Ouchene sub-watershed. 
 

Data:  
In situ measurements 

-Streamflow (daily). 
-Rainfall (daily WAvg). 
-Temperature (daily and long-
term monthly average). 
-Potential evapotranspiration 
(long-term monthly average). 
 

Study Period: 
2001/09/01 - 2010/08/31 

Study area:  
OERB and its four sub-
watersheds (Upstream Oum 
Er-Rbia, Ait Ouchene, 

Tilouguite, and Tassaout-
Lakhdar). 
 

Data:  
In situ measurements 
Rainfall (daily and monthly) 
retrieved as RG and WAvg 
time series. 
 

Gridded Measurements 
SRP Rainfall estimates (daily 

and monthly) retrieved as GC 
and WAvg time series. 
 

Study Period: 
2001/09/01 - 2010/08/31 

Study area:  

Ait Ouchene and Tilouguite sub-watersheds. 
 

Data:  

In situ measurements 

-Streamflow (daily). 
-Rainfall (daily WAvg). 
-Temperature (daily and long-term monthly average). 
-Potential evapotranspiration (long-term monthly average). 
 

Gridded measurements 
-SRP rainfall estimates (daily WAvg). 

Study area:  

Upstream OER, Ait Ouchene, 
Tilouguite, and Tassaout-
Lakhdar sub-watersheds. 

Provide a comprehensive analysis 
of the hydroclimatic variables. 
 

Better understand the 
spatiotemporal patterns of the 
hydroclimatic variables. 

Investigate the capability of a 
conceptual lumped hydrologic 
model to reproduce the daily 
observed streamflow. 
 

Understand the implication degree 
of each of the model parameters in 
streamflow generation, considering 
the dominant physical processes in 

the study area. 

Compare the SRP estimates, 

retrieved GC wise, against the RG 
measurements at daily and monthly 
time scales, using categorical and 
standard statistical metrics. 
 

Compare the SRP estimates, 
retrieved watersheds wise, against 

the WAvg rainfall time series. 

Adjust the SRP monthly estimates to 
match the gauged data using 

different bias-correction techniques. 

Evaluate the suitability of SRP datasets to simulate the observed daily 
streamflow using the evaluated hydrologic model. 

Evaluation of a conceptual 

lumped hydrologic model 

- Chapter 4 - 

Hydroclimatic analysis  

- Chapter 3 - 

Evaluation of the SRP 

datasets over the OERB 

- Chapter 5 and Chapter 6 - 

- Chapter 6 - 

- Chapter 5 - 
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Chapter 3.  Analysis of the Hydroclimatic Variables 

Over the OERB - Anomalies, Drought, and 

Trends 
Ouatiki, H., Boudhar, A., Ouhinou, A., Arioua, A., Hssaisoune, M., Bouamri, H., 

Benabdelouahab, T., 2019. Trend analysis of rainfall and drought over the Oum Er-Rbia River 

Basin in Morocco during 1970–2010. Arab. J. Geosci. 12, 1–11. 

https://doi.org/10.1007/s12517-019-4300-9 

3.1. Introduction 

The Moroccan kingdom undergoes influences from the Mediterranean, the Atlantic Ocean 

(locally named Gharbi), and the Sahara (locally named Shergui). The precipitation occurrence is 

largely influenced by the NAO (North Atlantic Oscillation, Lamb and Peppler 1987; Knippertz, 

Christoph, and Speth 2003). In addition, the mountain chains that spread over the Moroccan 

territory considerably affect the spatial distribution of precipitation. It is the case of the Atlas chain 

that holds the credit for water availability in the OERB and, thus, the socio-economic development 

driven by agricultural production. The water held in dams contributes to the irrigation of the Tadla 

perimeter, one of the most important irrigated areas in Morocco. Indeed, it is necessary to 

investigate the hydroclimatic variables in order to enhance our knowledge about their long-term 

patterns over the OERB. 

In this chapter, we aim to provide an analysis of the temporal variability of the hydroclimatic 

variables over the OERB by: 

▪ Investigating the annual patterns of temperature, rainfall, SCA, streamflow, TWS, 

and GWS. 

▪ Analyzing the deficit of annual rainfall using the SPI,  

▪ Assessing temperature, rainfall, SCA, streamflow, TWS, and GWS trends using the 

Mann–Kendall test. 
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These analyses were conducted based on a set of monthly in situ data from a total of 15 

gauging stations (rainfall, temperature, and streamflow) in addition to satellite data (SCA, TWS, 

and GWS). The name and number of gauges used for each of the hydroclimatic variables can be 

found in Table 2, Table 3, and Table 4 (see the column “Chapter”). The study period varies 

depending on the variables’ data availability (as reported in Table 2, Table 3, and Table 4 “Time 

range” column). It was set such that to maximize the temporal coverage of each variable 

individually and match the gauge with the shortest time range. 

3.2. Methods 

3.2.1. Standardized Precipitation Index 

The SPI was proposed by McKee et al. (1993) to quantify the rainfall deficit observed during 

a specific period. In 2009, the WMO recommended the SPI as the standard index for tracking and 

monitoring meteorological drought (WMO, 2012), through the Lincoln Declaration on Drought 

Indices (Hayes et al., 2011). Applicable in all climatic regimes, the SPI is classified as a green 

index due to its simplicity and ease of use (WMO & GWP, 2016). Only rainfall data are required 

for it to be computed, and it is as good for detecting wet periods as it is for dry periods. The SPI is 

tolerant of missing data and it can be calculated on time series of at least 20 years of length. 

However, a period of more than 30 years is ideal and would give more robust results (WMO & 

GWP, 2016). 

The SPI is calculated as the difference of rainfall from the mean of a specified period divided 

by the standard deviation (Equation 7): 

SPI =  
Pi − P̅

σ
 Equation 7 

Where: 

𝑃𝑖: rainfall total of the year i; 

𝑃̅: mean annual rainfall of the time series; 

𝜎: standard deviation of the time series. 
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The classes of drought intensity according to the SPI values are reported in Table 7. 

Table 7. Classification of drought intensity based on the Standardized Precipitation Index Values 

Threshold Description 

ISP ≥ 2 Extremely wet 

1.5  ISP < 2 Very wet 

1  ISP < 1.5 Moderately wet 

0 < ISP < 1 Mildly wet 

-1 < ISP < 0 Mildly dry 

-1,5 < ISP  -1 Moderately dry 

-2 < ISP  -1.5 Severely dry 

ISP  -2 Extremely dry 

3.2.2. Mann Kendall Trend Test 

The Mann-Kendall is a statistical test for checking trends in time series. It evaluates whether 

X (observed values) tend to increase or decrease over time. It is essentially limited to test the null 

hypothesis that no trend exists in the data, without estimating the magnitude of change. It is a free 

distribution test; no assumption regarding the normality of the data is required. However, there 

must be no serial correlation for the resulting p-values to be correct (Helsel and Hirsch, 1992) 

Mann, (1945) proposed a test for the monotonic trend based on τ (tau), a rank correlation 

coefficient defined by Kendall, (1938). The τ coefficient assesses the independence between two 

different variables, where one of them is arranged in an objective order (Kendall, 1970).             

Mann-Kendall constitutes a particular case of Kendall’s test for correlation, where the arranged 

variable is the time (Hipel and Mcleod, 1994) 

To perform the test, Kendall's S statistic is computed from the X and time data               

(Kendall, 1970). A subtraction between all consecutive observed data pairs is computed and a value 

of +1, 0, or –1 is assigned to positive differences, no differences, or negative differences, 

respectively. Then, the test statistic S is calculated as the sum of the computed integers: 
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𝑆 =  ∑ ∑ 𝑠𝑔𝑛(𝑋𝑗 − 𝑋𝑖)

𝑛

𝑗=𝑖+1

𝑛−1

𝑖=1

 ;   𝑤ℎ𝑒𝑟𝑒 𝑗 > 𝑖 Equation 8 

Where: 

𝑠𝑔𝑛(𝑋𝑗 − 𝑋𝑖) = {

+1      𝑖𝑓   (𝑋𝑗 − 𝑋𝑖) > 0

    0      𝑖𝑓   (𝑋𝑗 − 𝑋𝑖) = 0

−1      𝑖𝑓   (𝑋𝑗 − 𝑋𝑖) < 0

 Equation 9 

A positive value of S indicates an upward trend and a negative value means a downward 

trend. When the absolute value of S is small, no trend is indicated. 

According to Kendall, (1970), for a large sample size (n >10) the frequency of distribution 

tends to be normal. Thus, considering the presence of ties, the mean value of S (E(S) = 0) and the 

variance (var S) can be defined as: 

𝑣𝑎𝑟 𝑆 =  
1

18
{𝑛(𝑛 − 1)(2𝑛 + 5) −∑𝑡(𝑡 − 1)(2𝑡 + 5)

𝑡

} Equation 10 

Where: 

𝑛: sample size; 

𝑡: length of the tied group. 

Then, the significance of the trend results is evaluated based on the standard normal variate 

Z. The null hypothesis of no trend is rejected, under a certain significance level α , when              

|𝑍| >  |𝑍𝛼|. 

𝑍 = 

{
 
 

 
 
𝑆 − 1

√𝑣𝑎𝑟 𝑆
    𝑖𝑓  𝑆 > 0

0                𝑖𝑓   𝑆 = 0
𝑆 + 1

√𝑣𝑎𝑟 𝑆
    𝑖𝑓  𝑆 < 0

 Equation 11 

 

 



Analysis of the Hydroclimatic Variables Over the OERB - Anomalies, Drought, and Trends 

 

48 

 

3.2.3. Theil Sen Slope 

Proposed by Theil, (1950) and Sen, (1968), and later extended by Hirsch et al., (1982), the 

Theil Sen Slope (β) is a useful index to expresses the magnitude of the trend as a slope; change in 

the data per unit time (Hirsch et al., 1982). The Index (also called Kendall’s slope estimator), which 

is resistant to outliers, is defined as the median of the differences of the ordered data pairs 

considered in the Mann-Kendall test (Equation 12). The positive/negative β connotes the slope of 

the upward/downward trend. 

𝛽 = 𝑚𝑒𝑑𝑖𝑎𝑛 (
𝑋𝑗 − 𝑋𝑖
𝑗 − 𝑖

) , 𝑤ℎ𝑒𝑟𝑒 𝑗 > 𝑖 Equation 12 

3.3. Results and Discussion 

3.3.1. Temperature 

During its annual cycle in the OERB, the temperature reaches a high level in the summer 

months and a low level in the winter months. As illustrated in Figure 17, between 1985 and 2010, 

January was the coldest month according to both maximum and minimum temperature with median 

values around 21 °C (18 °C) and 3 °C (4 °C) at Sidi Driss Dam (Oulad Gnaou), respectively. The 

highest temperatures mainly appeared in July with maximum and minimum monthly temperatures 

of 45 °C (40 °C) and 20 °C (22 °C), respectively. The minimum temperature seemed not to show 

large differences between the two considered gauges. The maximum temperature, on the other 

hand, was relatively higher at Sidi Driss Dam, situated near the OERB’s southern limit, than at 

Oulad Gnaou. This inlines with the North-to-South gradient characterizing the spatial distribution 

of temperature over Morocco (Filahi et al., 2015). Moreover, due to the elevation gradient, the 

temperature significantly decreases in the mountainous region of the OERB. In the winter months, 

minimum monthly temperatures lower than -5 °C were observed at Tilouguite (Ouatiki et al., 

2017). 

Annually, the coldest years were recorded in the late 1980s at Sidi Driss Dam (6.5 °C.y-1) 

and in the first half of the 1990s at Oulad Gnaou (10.43 °C.y-1). Generally, the annual temperature 

has known an upward tendency during the studied period (Figure 18). Except for the minimum 

temperature at Sidi Driss Dam, all the trend slopes were statistically significant at the 0.05 level. 

The maximum temperature exhibited the highest increasing rates, particularly at the gauge located 



Analysis of the Hydroclimatic Variables Over the OERB - Anomalies, Drought, and Trends 

 

49 

 

in the southern part of the OER (Sidi Driss Dam). The temperature at this gauge displayed a 

significant positive slope of 0.12 °C.y-1 against 0.06 °C.y-1 at Oulad Gnaou. Hence, the warmest 

years mainly occurred in the 2000s according to both Sidi Driss Dam (34.72 °C.y-1) and Oulad 

Gnaou (27.97 °C.y-1). These observations agree with the significant warming trends reported at 

small and large scales (Donat et al., 2014; Filahi et al., 2015). 

 
Figure 17. Interannual variability of monthly temperature over the period 1985 – 2010. Each box shows 

minimum (bottom whisker), 25th percentile (bottom edge of the box), 50th percentile (red line inside the box), 

75th percentile (top edge of the box), maximum (top whisker), and extreme values (red plus markers). 
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Figure 18. Annual average temperature variability over the period 1985 – 2010. The dashed lines refer to the 

trend lines, the slopes of which are annotated within the subplots. The solid straight lines refer to the long-

term average. 

3.3.2. Rainfall 

3.3.2.1. Overall Variability 

Generally, the study area is characterized by a Mediterranean climate with cold wet winter 

and hot dry summer. Besides the western advections, which are the dominant source of moisture 

in the OERB (Moniod and Roche, 1973), the orographic uplifting effect plays a major role in 

stimulating rainfall generation over the study area. The Atlas chain, which limits the OERB from 

the east, holds most of the humid advections along its western slope. Hence, a strong contrast marks 
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the southeastern slope of the Atlas, in terms of rainfall amounts, where the mean interannual is 

around 100 mm.y-1 (Navas et al., 2013). 

The OERB is predominantly semi-arid with sub-humid parts on high elevations of the Atlas 

(Mokhtari et al., 2013). It is characterized by a strong spatiotemporal variability of rainfall. During 

the period from 1970 to 2010, the total annual rainfall ranged from 80 mm.y-1 in the lowlands to 

about 1100 mm.y-1 in the mountainous region (Figure 19.b). An exceptionally wet year, up to 1500 

mm.y-1 was recorded at Aval El Heri within the wetter region of the OERB. The relationship 

between the total annual rainfall and elevation was far from being perfectly linear. However, the 

mountainous region received the largest amounts of rainfall with a regional average of                     

480 mm.y-1. In the lowlands (including Al Massira, Ouled Sidi Driss, Ouaouirinth, and Oulad 

Gnaou), the average was around 330 mm.y-1 with 75% of the years were less than 370 mm.y-1 

(Figure 19.b). 

In the OERB, the annual cycle of rainfall showed a clear seasonal variability with two distinct 

periods. A wet period spanning from November to April and a dry period extending between the 

month of June and September. These two periods are separated by the months of October and May 

that we considered as transitory months. The smallest amounts of rainfall often occurred during the 

summer (June, July, and August). July was the driest month throughout the study period with 

monthly values hardly exceeding 15 mm.m-1 (Figure 19.a). Nevertheless, sometimes high rainfall 

amounts, produced as a result of stormy events, were frequently observed in August. During the 

wet period, the monthly totals generally remained low. Over the entire study area, nearly 60% of 

the monthly totals recorded during 1970 – 2010 were less than 60 mm.m-1, except in the 

mountainous area where some RGs collected more than 200 mm.m-1. From one year to another, 

the peaks fluctuated over all the months of the wet period. A great number of RGs have known a 

strong occurrence of maxima, respectively, during April, January, and November. Moreover, 40% 

of the annual rainfall total was ensured by the winter months (December, January, February), 10% 

more than those of the spring season (March, April, and May). 
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Figure 19. (a) monthly and (b) annual rainfall totals recorded over the OERB (1970 – 2010). 

3.3.2.2. Drought Analysis 

Since the 1970s decade, the OERB underwent noticeable changes in terms of rainfall, 

manifested in persistent dry periods and isolated or few consecutive wet years. The watershed 

experienced an overall deficiency of water supplies, particularly since the early 1980s. As it was 

identified via the SPIs (Figure 20), during the period extending from 1970 to 2010, the dry years 

occurred relatively more frequently than the wet years. The percentage of occurrence ranged from 

50% at Tamesmate and 63% at Ouled Sidi Driss. However, all the studied RGs exhibited a 

predominance of small intensity deficits. On average, 72% of the years were mildly dry against 

22% moderately dry, while less than 10% were severe. No extremely dry years were reported over 
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the whole study period. On the other hand, the 1970s were mostly marked by wet years. Five RGs 

showed a clear and persistent wet period occupying the whole decade, with some very to extremely 

wet years. Some shorter periods were observed in the rest of the RGs, most of which took place in 

the second half of the decade. Except in the 1970s, the wet periods were less frequent and generally 

of small lengths. They were mostly of few successive years that permeate two successive dry 

periods. However, two wet periods of three years long were observed at several RGs. The first 

appeared between 1987/1988 and 1989/1990 and the second between 1995/1996 and 1997/1998. 

The 1995/1996 year was the wettest over much of the study area, particularly at the Tizi N lsly and 

Aval El Heri, the same as in many regions in Morocco (Driouech, 2010). During the same period 

(from 1995/1996 to 1997/1998), several places witnessed important flood events that caused 

human losses and significant damages in the infrastructures and agricultural lands (Daoudi and 

Saidi, 2008; MEMEE, 2008). 

Aval El Heri, Moulay Bouzekri, and Taghzirt were the first to experience a dry period of four 

years starting in 1971/1972. The 1980/1981 year was of a significant impact at nearly all RGs of 

the OERB. Starting from the same year, the watershed experienced a succession of dry episodes 

interspersed by a few moderately to extremely wet years. The first one, which lasted between 5 and 

7 years, took place in the early 1980s and was almost widespread over the entire watershed. The 

second, which counted 3 to 5 years long, occurred between 1990/1991 and 1994/1995. At some 

RGs, these two periods were almost connected to one another, except for the occurrence of some 

slightly humid years. These intense multi-year drought periods, identified by Esper et al., (2007) 

Driouech, (2010) over several areas of Morocco, have led to a dramatic reduction of agricultural 

production causing the GDP to decline and provoke serious economic instability (Fatna and 

Handoufe, 1997; Jlibene and Tychon, 2007). Xoplaki et al., (2004) and Sousa et al., (2011) also 

reported these two periods to be severe over the whole Mediterranean basin. It was suggested that 

the dry conditions during the 1980s and the 1990s were mostly driven by the NAO positive phase 

(Hurrell and Van Loon, 1997; Lamb and Peppler, 1987; Physics, 2009). Further, since 1997/1998 

a third dry period occurred at all RGs with a length that varied between 4 and 6 years. The last dry 

period appeared between 2004/2005 and 2007/2008 with a slightly humid year in 2005/2006. 
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Figure 20. Standardized Precipitation Index computed for the period 1970 – 2010. 

3.3.2.3. Trend Analysis 

During the study period (1970 – 2010), the annual rainfall showed a predominant decreasing 

trend over the OERB, except for Aval El Heri, Moulay Bouzekri, and Taghzirt (Table 8). The latter 

RGs, which are located relatively close to the foothill of the Middle Atlas, exhibited a non-

significant increasing trend. Among the fifteen considered RGs, only Al Massira, Ouaouirinth, and 

Oulad Gnaou experienced a significant decline in rainfall. The rates of decrease at these three RGs, 

situated in the lowlands, were relatively close. However, the highest magnitude of decrease was 
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observed at the Oulad Gnaou with about -3.87 mm.y-1. These declining tendencies were mostly 

accounted for the first two decades. The period from 1970 to the mid-1980s has known the sharpest 

decrease in the rainfall annual totals (Figure 20). This remark was observed for ten out of fifteen 

studied RGs. After the 1980s, According to Tramblay et al., (2013), who studied rainfall trends 

over the North African countries, a slight increase took place over the northern region of morocco. 

The authors reported this increase as insignificant and linked it to the amply positive anomalies 

registered in 1995/1996 and 2009/2010. 

Table 8. Sen Slop computed for annual and seasonal rainfall time series for the period 1970 – 2010 (Bold 

values express the significant Slops at α = 0.05). 

RG names Annual Autumn Winter Spring Summer 

Ait Ouchene -0.92 1.47 0.06 -1.37 0.32 

Ait Sigmine -2.57 1.05 -0.02 -3.14 0.02 

Ait Tamlilt -2.35 0.49 -0.21 -2.93 0.67 

Al Massira -3.49 -0.03 -0.99 -1.65 -0.05 

Aval El Heri 0.23 0.29 0.54 -1.15 -0.14 

Moulay Youssef Dam -2.47 0.57 -0.52 -2.43 0.18 

Moulay Bouzekri 0.33 1.12 1.06 -1.31 -0.01 

Ouaouirinth -2 0.06 0 -1.71 0 

Oulad Gnaou -3.87 -0.14 -0.96 -2.26 -0.08 

Ouled Sidi Driss -1.17 0.38 -0.10 -0.85 0 

Sgat -0.76 1.52 0.53 -2.14 0.43 

Taghzirt 0.91 1.54 1.50 -1.82 0 

Tamesmate -0.28 1.06 1.13 -1.66 0.13 

Tilouguite -3.27 0.83 -1 -2.30 0.25 

Tizi N lsly -1.70 1.14 -0.73 -1.82 0.57 

Considering the seasonal and monthly totals, we note that at the same site, rainfall trends 

showed different directions throughout the year (Table 8 and Figure 21). However, there were more 

negative instants than positives, suggesting an overall tendency towards drier conditions. The 

rainfall decreases were mainly concentrated around the winter and spring seasons, while the 

summer and autumn mostly exhibited increasing trends. In the summer months, except for some 

isolated points that showed a rainfall decrease during the month of June, all the obtained tendencies 

were either null or very low positive slopes. The latter were found to be spatially frequent during  



Analysis of the Hydroclimatic Variables Over the OERB - Anomalies, Drought, and Trends 

 

56 

 

 
Figure 21. Rainfall trend directions computed for each month over the period 1970 – 2010 (triangles with Bold 

limits express significant trends at α = 0.05). 

the month of August. Only Ait Tamlilt and Tizi N lsly, the highest RGs in terms of elevation, 

showed notable rainfall increases with statistically significant rates of +0.37 mm.y-1 and             

+0.20 mm.y-1, respectively. The rising trends were more prevalent during the autumn season, but 

none of which were statistically significant. The month of September showed a kind of balance 

between null, positive, and negative trends. October and November presented widespread positive 
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trends. The latter were more accentuated around December reaching +1.29 mm.y-1 at Taghzirt. 

Moreover, the falling tendencies started to take place in January and February, except for some 

positive slopes found at the foothill RGs. The average rate of decrease for these two months was   

-0.4 mm.y-1 (January) and -0.24 mm.y-1 (February) with no RG showing a statistically significant 

decrease. The negative trends were much more spatially homogeneous during spring. All the RGs 

demonstrated a noticeable decrease in rainfall in all three months of the season, except at Ouled 

Sidi Driss the slope was almost null in May. The remarkable decline during the spring season was 

largely driven by the important decreases that occurred during the month of March but mainly by 

those of the month of April. The latter experienced drastic drops in monthly rainfall totals with 

slopes up to -1.52 mm.y-1 (at Ait Sigmine). The importance of decline was also reflected in the 

spatial scale, where ten RGs showed statistically significant decreases at an average rate of -1 

mm.y-1. The impact of the rainfall decrease was noticed in the irrigated perimeter of Tadla. Between 

2003 and 2010, the pumped groundwater used in irrigation has increased by 6.28% (ABHOER 

2012, Lionboui et al. 2016b), as the farmers relied more on groundwater to compensate for the 

rainfall deficit. 

3.3.3. Snow Cover Area 

Over high elevations of the Atlas mountains, part of the precipitation occurs as snow with a 

strong seasonality (Boudhar et al., 2020). It starts to take place in October and intermittently covers 

the ground surface through March until it completely vanishes in the late spring (Boudhar et al., 

2020). This can be also seen in Figure 22, which represents the daily SCA percentage (SCAp) 

calculated for each month over the OERB’s mountainous region (area above 1000 m a.s.l ≈14 000 

km2). The maximum snow cover often took place between November and December with SCAp 

that can reach more than 40 %. Moreover, the snowy season is characterized by sudden snowfall 

episodes that can remarkably increase the snow depth and extent (Boudhar, 2009). Meanwhile, 

strong ablation that leads to the complete disappearance of snow can occur, even during the 

wintertime (Marchane, 2015).  
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Figure 22. Interannual variability of daily SCAp for each month over the period 2000 – 2015. 

Figure 23 shows the annual variability of the SCAp relative to the total area of the 

mountainous region of the OERB. The top and bottom subplots of the figure represent the annual 

maximum and median daily SCAp, respectively. From a temporal stand of point, the SCAp 

demonstrated a strong interannual variability. During the period between 2000 and 2015, the Atlas 

of the OERB received snow with a maximum extent between 38% (in 2006/2007) and 61% (in 

2005/2006). However, nearly half of the snow days observed during the aforementioned period 

covered less than 6% of the watershed’s mountainous region, except in 2008/2009 and 2014/2015. 

In these two years, snow days of large extents were prevalent with SCAp that fluctuated between 

a median value of 10% (10 %) and a maximum value of 50% (40 %) in 2008/2009 (2014/2015). 

Furthermore, the trend lines, calculated based on the Sen slope, suggest that the OERB is 

experiencing an upward tendency in maximum and median annual snow cover, since the early 

2000s. Similar positive tendencies were observed in snow cover duration over the Moroccan Atlas 

range (Marchane et al., 2015). As shown in Figure 23, SCAp showed a median trend slope of 

0.32%.y-1 and 0.2%.y-1  in maximum and median SCAp, respectively. None of the slopes was 

statistically significant at the 0.05 significance level. The presence of years with distinctly high 

snow metrics can be the main reason leading to this increase. Overall, it remains hard to tell whether 

these observed tendencies are under a long-term increase of snow occurrence or just an apparent 

tendency driven by the year-to-year unsteady fluctuation of snow cover. 
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Figure 23. Annual variability of maximum (Max) and median (Med) SCAp for the period 2000 – 2015. 

3.3.4. Streamflow 

As illustrated in Figure 24, the maximum monthly streamflow tends to occur during the 

period between late-winter and mid-spring. The monthly streamflow is generally very low between 

early-autumn and late-summer. It starts to increase in the mid-winter to reach a maximum value in 

the month of February in Ait Ouchene and March in Tilouguite. Starting from mid-spring the 

monthly streamflow enters a declining phase until it reaches its lowest level in August. The 

streamflow peaks seemed to be shifted compared to those of rainfall (Figure 19.b) and SCA (Figure 

22). Over both sub-watersheds, they coincide with the declining phase of precipitation. This delay 

observed in the hydrograph of both sub-watersheds indicates the contribution of snowmelt to the 

streamflow generation (Boudhar et al., 2020). Annually, the streamflow underwent strong changes 

since the late-1970s. Several deficient years were reported all along the study period (Figure 25). 

In Ait Ouchene around 64% of the years were below the long-term average, against 61% in 

Tilouguite. Long-lasting deficit periods occurred on two occasions in both sub-watersheds: one in 

the 1980s and the other between the late-1990s and the early-2000s. These temporal patterns 

concord with what was reported earlier for rainfall using the SPI. Moreover, while the first period 
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was the largest in terms of length (eight years) and magnitude in Ait Ouchene, the two periods (six 

years) were relatively close in Tilouguite. Another period of four years hit Tilouguite in the late-

2000s, which included the driest year that ever took place during the whole studied period. 

Accordingly, contrasted tendencies, yet with weak and statistically insignificant slopes (Figure 25), 

were observed for Ait Ouchene (increasing trend) and Tilouguite (decreasing trend). 

 
Figure 24. Interannual variability of mean monthly streamflow over the period 1977 – 2010. 

 
Figure 25. Variability of the annual mean streamflow over the period 1977 – 2010. The dashed lines refer to 

the trend lines, the slopes of which are annotated within the subplots. The solid straight lines refer to the long-

term average. 
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3.3.5. Total and Ground Water Storages 

Figure 26 represents the temporal variability of the TWS as obtained from CSFR mascon 

GRACE data, SM from the Surfex model, and GWS (after subtracting the SM from the TWS as 

described in Equation 6) over the OERB. Each of the TWS and GWS time series was tested for 

trend using the non-parametric seasonal Mann-Kendall test. Three trend lines, based on the Sen 

slope, were reported on each of the subplots. The first line, in dots, represents the overall trend of 

the water storage considering the whole study period (09/2003 – 08/2015). The other two lines 

represent the tendency before and after the 2008/2009 hydrologic year; a potential year of 

groundwater recharge. The statistics of each of the trend lines are annotated inside the subplots, 

where the left, middle, right annotations refer to the before, overall, and after trend lines, 

respectively. As shown in Figure 26 and Figure 27 the TWS and GWS exhibit a clear seasonality 

over the OERB. Both water storages took lower values during the early-autumn and maximum 

values in the spring season. The same as the streamflow, the TWS and GWS peaks seemed to be 

 
Figure 26. Time series showing the fluctuations in monthly GRACE TWS, soil moisture from Surfex, and 

GWS over the OERB (2003 - 2015). 
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shifted compared to the observed peaks in precipitation. This suggests that the rise in TWS and 

GWS in the spring can be a kind of response to precipitation feeding the continental water 

reservoirs during the wet period (November – April). Furthermore, annually, it may appear from 

the full reference period trend lines that the TWS and GWS have known a rising tendency since 

2003 (Figure 26). This can be concluded from the positive slopes, yet weaker and insignificant (at 

the 0.05 significance level). The trend rates were necessarily influenced by the important TWS and 

GWS recovery in 2008/2009 and 2014/2015. As shown in Figure 26, since 2003 the OERB 

underwent a persistent and significant decreasing tendency in terms of TWS and GWS. This 

decline was ruptured in 2008/2009 by a sudden peak that can be induced by a potential recharge of 

the groundwater storage. After that, the depletion was resumed with a steady annual decline until 

a second peak that occurred in 2014/2015. The median decreasing rates of the second period (from 

2008/2009 to 2014/2015) were also statistically significant and relatively higher than those 

estimated for the first period (from 2003/2004 to 2007/2008). Remarkably, the GRACE signal 

showed a temporal pattern closer to that of the precipitation. One of the peaks observed in the 

GRACE time series actually occurred in a year (2008/2009) that was marked as very wet (according 

to the SPI) in several regions of the OERB (Figure 20). In the same year, snow events of larger 

extents have frequently covered the mountainous region of the OERB more than in any other year 

of the reference period (Figure 23). This may indicate a potential contribution of the precipitation 

to the relative enhancement of the terrestrial water storage. Overall, the temporal fluctuation of the 

precipitation and GRACE time series suggests that the terrestrial water resources were subject to 

intermittent episodes of consistent depletion, interspersed by storage gain from important surface 

water supplies. This can be deduced from the prevailing storage declines that separately took place 

after 2003/2004 and 2008/2009. The first falling tendency (after 2003/2004) can be part of a 

continuous decline that may have started after a susceptible significant storage rise in 1995/1996 

(an extremely wet year). 
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Figure 27. Interannual variability of the monthly TWS and GWS over the period from 2003 to 2015. 
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Chapter 4.  Evaluation of a Conceptual Lumped 

Hydrologic Model to Simulate the Daily 

Streamflow: Calibration, Sensitivity, and 

parameters interdependency 
Ouatiki, H., Boudhar, A., Ouhinou, A., Beljadid, A., Leblanc, M., Chehbouni, A., 2020. 

Sensitivity and Interdependency Analysis of the HBV Conceptual Model Parameters in a 

Semi-Arid. Water 12, 2440. https://doi.org/10.3390/w12092440 

4.1. Introduction 

Hydrologic models, with different levels of complexity, have become an inherent tool in 

water-related studies. However, the availability of hydroclimatic data constitutes one of the main 

constraints to run and develop such models. Although subject to a certain degree of uncertainty, 

parsimonious conceptual models with low input data requirements are often the only option for 

streamflow modeling in poorly gauged semi-arid watersheds. In this context, the objective of this 

chapter is to evaluate the capability of the HBV model to reproduce the daily streamflow gauged 

at the outlet of Ait Ouchene. The evaluation was made using a set of nine consecutive years (from 

2001/2002 to 2009/2010) of in situ hydroclimatic measurements (rainfall, temperature, and 

streamflow) and remotely sensed snow SCA (Table 2, Table 3, Table 4, and Table 6). First, the 

model was calibrated and validated against daily streamflow data and tested for temporal 

transferability within the same watershed. Then, the sensitivity of the model was examined using 

the sets of parameters that provided the steadiest performance over much of the study period. 

Lastly, an interdependency analysis was carried out to emphasize the compensation effect between 

the model parameters in response to the interannual changes in hydroclimatic conditions.  
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4.2. Methods 

4.2.1. HBV Model 

Among the wide range of conceptual hydrologic models available in the literature, HBV 

(Hydrologiska Byråns Vattenbalansavedlning) has been tested and applied in numerous regions of 

different physiographic and climatic contexts (Bergström 2006), since its first released version 

(Bergström and Forsman, 1973). The model was originally developed by the Swedish 

Meteorological and Hydrological Institute (SMHI) for flood warnings and runoff forecasting in 

Scandinavian catchments (Bergström, 2006, 1992; Bergström and Forsman, 1973; Bergström and 

Lindström, 2015). Later on, the model gained trust around the world and multiple versions have 

become available (Braun and Renner, 1992; Krysanova et al., 1999; Lindström et al., 1997; Seibert, 

2005; Stahl et al., 2008). The HBV model demonstrated significant potentials for predicting 

streamflow in ungauged watersheds (Arheimer, 2006; Bergström, 2006; Johansson, 1992; Samuel 

et al., 2012; Seibert and Beven, 2009). The model was also used to reproduce the water balance 

components to analyze their temporal variability (Rientjes et al., 2013; Thapa et al., 2017). In 

additions, numerous works have used the HBV model in various applications: the assessment of 

climate change impact on water resources (Bergström et al., 2001; Chen et al., 2012; Roar Saelthun 

et al., 1998; Vehviläinen and Lohvansuu, 1991), the evaluation of the impact of landscape 

characteristics and land cover changes on the runoff response (Brandt et al., 1988; Teutschbein et 

al., 2018), and the investigation of the influence of geomorphologic characteristics on groundwater 

modeling process (Parra et al., 2019). Overall, the HBV model was found to reliably perform under 

different climatic and physiographic contexts (Braun and Renner, 1992; Dakhlaoui et al., 2017; 

Parra et al., 2018; Poméon et al., 2017). Dakhlaoui et al., (2017) have found that HBV was capable 

to reproduce most of the observed runoff in twelve watersheds in Tunisia. Parra et al., (2018) 

concluded that the generation of quick runoff was better represented by HBV in two Chilean 

watersheds. The worldwide applicability of the HBV model was made possible thanks to its low 

data requirements and its detailed physically sound structure (Bergström, 2006; Bergström and 

Lindström, 2015). The latter describes most of the significant physical processes that come into 

play for runoff generation (Bergström, 1992). Although they are of huge attractiveness in 

hydrologic modeling, these kinds of models can be quite challenging when used to simulate 

streamflow under certain circumstances. The relatively large number of parameters constitute a 
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significant constraint in terms of computing power (Beven, 1989). Furthermore, the comprehensive 

description of the hydrologic process in conceptual rainfall-runoff models increases the risk of 

overparameterization and provokes parameter interdependency (Beven, 1989; Sorooshian and 

Gupta, 1983; Uhlenbrook et al., 1999). This reduces the reliability of parameter estimation and 

increases their uncertainty, where multiple parameter combinations can yield equally good results 

(Beven, 1989; Keith Beven and Andrew Binley, 1992; Seibert, 1997; Uhlenbrook et al., 1999). 

To run the HBV conceptual rainfall-runoff model only daily precipitation, daily temperature, 

and long-term monthly evapotranspiration average are needed. The lumped version adopted in this 

work (Figure 28) is based on the early structure reported by Bergström, (1992) and later by Seibert, 

(2005). It is constituted of three main subroutines (snowmelt routine, soil moisture routine, and 

response routine), where ten parameters are to be calibrated. This version of the model does not 

account for snow-rainfall separation, rather it uses SCA from satellite data to simulate snowmelt 

based on a degree-day factor (DDF) and a fixed temperature threshold (TT). Total water supply 

(rainfall + snowmelt), which is assumed to infiltrate totally, passes through the soil component and 

the amount of water contributing to the recharge of the upper reservoir depends on the antecedent 

SM, maximum SM (FC), and a shape parameter (BETA). A portion of the SM is released towards 

the atmosphere through actual evapotranspiration. The latter is estimated based on the potential 

evapotranspiration adjusted against long-term mean temperature and a temperature correction 

factor (ETF). The actual evapotranspiration equals the potential evapotranspiration when the soil 

moisture exceeds a threshold LP. Otherwise, it is deducted as a function of the available soil 

moisture. All excessive water from the soil layer is redirected to fill the upper reservoir. The latter 

is drained towards a lower reservoir through a percolation rate controlled by KPEEC. The global 

outflow is a sum of the surface flow (Q0), subsurface flow (Q1), and baseflow (Q2) regulated by 

the recession coefficients K0, K1, and K2, respectively. However, the outflow from the upper 

reservoir is continuously controlled by the K1 while the K0 is activated only when the water level 

exceeds a UZL threshold. 
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Figure 28. HBV model structure (inspired by Bergström, 1992). The model parameters are enclosed in square 

brackets. 

4.2.2. Evaluation Metrics and Strategy 

To evaluate the performance of the HBV rainfall-runoff conceptual model we focused on 

testing its capability to reproduce the daily gauged streamflow in the Ait Ouchene sub-watershed. 

First of all, the initial values of the internal state variables of the model were retrieved using the 

first year (2001/2002) of the reference period for warm-up. Then, the model was calibrated on each 

of the nine years, using a set of 1.5 Million parameter combinations randomly generated according 

to the ranges reported in Table 9. The parameter combinations that maximize the NSE (Nash 

Sutcliff Efficiency, Equation 13) and minimize the RMSE (Root Mean Square Error, Equation 14), 

as described below, are validated out of their temporal calibration range. We have adopted a cross-

validation exercise, which involves using, iteratively, one year for calibration and each of the 

remaining years for validation. 
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Table 9. HBV model parameter ranges used in calibration. 

Parameter Definition Minimum Maximum Unit 

BETA Shape coefficient 1 4 - 

ETF Temperature correction factor 0.01 0.3 °C-1 

TT Temperature threshold 0 0 °C 

DDF Degree day factor 0.1 0.6 mm °C-1 d-1 

FC Maximum soil moisture 200 600 mm 

K0 Recession coefficient 0.1 0.6 d-1 

K1 Recession coefficient 0.01 0.2 d-1 

K2 Recession coefficient 0.01 0.15 d-1 

KPERC Percolation coefficient 0.01 0.3 d-1 

UZL Upper reservoir threshold 5 25 mm 

LP Limit for potential evapotranspiration 0.3 0.7 - 

Long and consistent time series of meteorological variables are often hard to find worldwide, 

particularly over mountainous regions (Baba et al., 2018; Boudhar et al., 2016, 2009). Numerous 

studies have evaluated the effect of the data length on model performance (Anctil et al., 2004; Li 

et al., 2010; Sorooshian, 1983; Xia et al., 2004). Theoretically, longer data series are expected to 

give steady optimal parameter estimates and consistent model performance. Various data lengths 

of three to eight years were recommended by different studies as sufficient for reliable model 

performance (Anctil et al., 2004; Li et al., 2010; Xia et al., 2004). However, the nature of the data 

is more of a concern than its length according to numerous studies (Jain, 1993; Sorooshian and 

Gupta, 1983; Viviroli et al., 2009). The efficient evaluation of a certain model requires that the data 

series contain all hydroclimatic conditions that may occur within the watershed of interest and not 

less than one year of length (Sorooshian, 1983; Sorooshian and Gupta, 1983). Gan et al., (1997) 

found out that in some cases, one to two years could give better-performing models than ten years 

of calibration, as long as the data contain valuable information about the rainfall-runoff processes. 

The latter assures the adequate activation of the model parameters and avoids the misinterpretation 

of the model behavior and sensitivity. Moreover, numerous studies have pointed out that model 

parameters are time-variant and can be activated during different and short periods in time (Abebe 

et al., 2010; Tripp and Niemann, 2008). This can be explained by the fact that different kinds of 

hydrological responses may occur within a short period, depending on rainfall intensities and 

antecedent wetness conditions (Keith Beven and Andrew Binley, 1992). Therefore, the changes in 

model parameters can be better captured when using shorter periods (Osuch et al., 2015), 

particularly under unsteady hydroclimatic conditions. 
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The reliability of the model outputs was assessed against the daily observed streamflow using 

the NSE and the RMSE metrics: 

𝑁𝑆𝐸 = 1 −
∑ (𝑄𝑖

𝑜𝑏𝑠 − 𝑄𝑖
𝑠𝑖𝑚)2𝑛

𝑖=1

∑ (𝑄𝑖
𝑜𝑏𝑠 − 𝑄̅𝑜𝑏𝑠)2𝑛

𝑖=1

 Equation 13 

𝑅𝑀𝑆𝐸 = √
∑ (𝑄𝑖

𝑜𝑏𝑠 − 𝑄𝑖
𝑠𝑖𝑚)2𝑛

𝑖=1

𝑛
 Equation 14 

Where: 

𝑄𝑖
𝑜𝑏𝑠: the observed and simulated streamflow of the day 𝑖; 

𝑄𝑖
𝑠𝑖𝑚 : the simulated streamflow of the day 𝑖; 

𝑄̅𝑜𝑏𝑠: the average value of the observed streamflow; 

 𝑛: the total number of days. 

The NSE is firstly used as an objective function to select the most fitted model simulations 

to the observed streamflow. This statistical indicator is suggested as one of the most appropriate 

objective functions to provide reliable information about the overall goodness of fit of model 

simulations (Legates and McCabe Jr., 1999; Willmott, 2013). This suggestion is later endorsed by 

numerous studies related to hydrologic modeling (Moriasi et al., 2007; Ritter and Muñoz-carpena, 

2013). A good model simulation involves the ability to reproduce the shape of the observed 

streamflow with the lowest bias possible. Legates and McCabe Jr., (1999) recommended coupling 

multiple evaluation techniques for more efficient model evaluation. This allows for comprehensive 

performance assessment and accounts for both qualitative and quantitative aspects (Biondi et al., 

2012; Pushpalatha et al., 2012; Ritter and Muñoz-carpena, 2013; Willmott, 2013; Willmott et al., 

1985). Thus, in our analysis, the RMSE was incorporated with the NSE to count for the bias 

between the observed and simulated streamflow. 

The main problem related to the use of these metrics is associated with their difficult 

interpretation out of their range bounds (maximum and minimum values). Thus, a threshold beyond 

which the model performance can be judged as satisfactory remains hard to set. This issue was 

raised by many authors who discussed the suitability of available statistical indicators for computer 

model evaluation (Garrick et al., 1978; Legates and McCabe Jr., 1999; Willmott et al., 1985). 

Besides, some authors proposed a classification of model performance as ratings to differentiate 

between poor and satisfactory simulations (Moriasi et al., 2007; Ritter and Muñoz-carpena, 2013; 
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Singh et al., 2004). However, these classifications are case-specific and highly depend on model 

applications (Beven, 2006; Klemeš, 1986; Moriasi et al., 2007). Moriasi et al., (2007) conducted a 

review of several studies related to computer models calibration/validation and proposed 

performance ratings for several statistical indicators. They suggested that model simulations with 

0.5 < NSE ≤ 0.65 and NSE > 0.65 can be considered as satisfactory and having good performance, 

respectively. Furthermore, Singh et al., (2004) recommended that an RMSE of 50% less than the 

standard deviation of the observed streamflow can be considered as low, while Moriasi et al., 

(2007) considered this percentage as a reference for a very good model performance. These ratings 

should present certain flexibility based on the application the model is intended for, the quality of 

data, and the time step adopted for calibration (Moriasi et al., 2007). For instance, higher evaluation 

metrics are needed for coarser time step than for finer ones. In the present work, a model simulation 

will not be considered as satisfactory unless the NSE is greater or equal to 0.5 and the 

corresponding RMSE is 30% less than the observed streamflow standard deviation. And, the best 

simulation would be the one produced by the combination of parameters that satisfactorily 

performs on the majority of the years (the most transferable parameters combination over time). 

Lastly, a sensitivity analysis was conducted using one of the most common approaches 

reported by Hamby, (1994) as “ONE-AT-A-TIME” (OAT) sensitivity measures. The sensitivity 

analysis allows us to classify the parameters into those that significantly influence the model 

performance and those that have no such influence. The OAT approach consists of repeatedly 

varying one parameter at a time while keeping the rest fixed to their optimized values (Hamby, 

1994). Furthermore, a “TWO-At-A-TIME” (TAT) version was used as an interdependency 

analysis in this study to highlight the potential compensation effect between the model parameters. 

It has the same principle as the OAT approach, except that two parameters are set to be varied 

instead of one parameter. Both the sensitivity and interdependency are graphically assessed with 

the reference to the NSE objective function. 
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4.3. Results and Discussion 

4.3.1. Model Calibration and Validation 

The model was run using data of nine consecutive years from 2001/2002 to 2009/2010. The 

calibration exercise was carried out for each year separately. The statistics of simulations 

corresponding to NSEs above the 99th percentile (hereafter admissible simulations) and the 

streamflow simulations obtained based on the parameter sets that maximize the NSE during 

calibration are shown in Figure 29 and Figure 30, respectively. The resulted metrics suggest that, 

despite the scarcity of climatic data, the model was quite able to reproduce the daily streamflow 

observed at the outlet of the Ait Ouchene sub-watershed. However, the performance accuracy was 

highly variable from one year to another (Figure 29). This variability was partly introduced by the 

fact of using a year-to-year calibration, which highlights the impacts of the interannual changes in 

hydroclimatic conditions on the model performance. The latter was found to provide the worst 

simulations in 2001/2002, 2004/2005, and 2006/2007 years with maximum (minimum) NSE 

(RMSE) of 0.48 (5.30 m3.s-1), 0.44 (3.62 m3.s-1), and 0.43 (4.14 m3.s-1), respectively. The low 

performance obtained in these three years is largely due to the data quality. The three years present 

a remarkable discrepancy between the gauged flows and rainfall in terms of event occurrence. From 

Figure 30, we note that there are instances where large streamflow magnitudes were observed while 

no rainfall was recorded. This situation often characterizes regions with low-density gauging 

networks, particularly those that receive local stormy events with smaller extents (Dong et al., 

2005; Xu et al., 2013). The performance was relatively higher in 2002/2003 and 2007/2008 with 

NSE (RMSE) values spanning between 0.46 - 0.79 (6.84 m3.s-1 – 10.20 m3.s-1) and 0.46 – 0.68 

(3.70 m3.s-1 - 4.86 m3.s-1), respectively. In the remaining years, the model simulations exhibited 

good agreement with the observed streamflow where all the NSE values were above 0.66 (in 

2008/2009) and reached 0.90 (in 2005/2006), and all corresponding RMSE values were 30% below 

the annual values of standard deviation. Previous studies reported that the calibration results can 

be significantly affected by the changes in hydroclimatic conditions, mainly driven by the strong 

spatiotemporal variability of rainfall (Merz et al., 2011; Osuch et al., 2015). The drier conditions 

can be more problematic for conceptual models as they often lead to the worst performance 

compared to humid conditions (Anctil et al., 2004; Li et al., 2010; Merz et al., 2011; Osuch et al., 

2015). In the present study, the data series encompasses both drier and humid years without 
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considering those (2001/2005, 2004/2005, 2006/2007) with remarkable missed events. The 

performance of the model in wet years agrees with the results from previous studies suggesting the 

easiness of model calibration during wet conditions compared to the dry ones (Dakhlaoui et al., 

2017). In addition to being marked as dry, according to the SPI (see section 3.3.2.2.), the 2002/2003 

and 2007/2008 years were characterized by sparse rainfall events often of small magnitudes. Also, 

they encompass some important rainfall events (around 55 mm.d-1) that took place immediately 

after a period of consecutive dry days. Hence, the simulated streamflow events were largely 

underestimated, which negatively impacted the model performance. These underestimations may 

be explained by the fact that a part of the rainfall supplies was converted into soil moisture rather 

than direct runoff. Moreover, our results are partially in agreement with those of Arsenault and 

Brissette, (2014) suggesting that a small number of RGs up to two stations can provide acceptable 

hydrological performances. However, some exceptions exist where important streamflow events 

were underestimated or not simulated. The use of a low-density gauging network increases the 

possibility of missing rainfall events (Dong et al., 2005), especially in a semi-arid context. The 

latter is characterized by stormy events with short duration and smaller spatial coverage, which 

may require a denser gauging network to be properly captured as stated by Arsenault and Brissette, 

(2014). In addition, the use of gauging stations located at or near the limits (the outlet in the present 

work) of the watershed of interest contributes to a further drop-off in the model performance (Xu 

et al., 2013). However, the overall simulated hydrograph remains close to the observed one, 

particularly we obtained more accurate results during the wet season. 

 
Figure 29. Statistical metrics corresponding to model simulations yielding NSEs above the 99th percentile of 

the NSE values obtained during calibration. The dashed lines correspond to the 0.5 NSE acceptance threshold 

(a) and the values of 30% less than the observed streamflow standard deviation (b). 
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Figure 30. Daily streamflow simulated using the annual optimal parameter combinations obtained during 

calibration. 

Furthermore, the summary of NSEs and RMSEs obtained after validation is illustrated in 

Table 10. The calibration and validation years are organized in columns and rows, respectively. As 

shown in Table 10, the parameter combinations from the three years 2001/2002, 2004/2005, and 

2006/2007 maintained the same level of poor performance they exhibited during calibration. When 

the model is validated on one of these years, the NSE remains below the acceptance threshold 

regardless of the calibration year. However, parameter combinations calibrated on the 

aforementioned three years lead to improved statistics when validated on other years. These results 

suggest that when relatively good quality data are available, the HBV model provides streamflow 

simulations that are fairly close to the streamflow observed at the outlet of the studied sub-

watershed. Besides, the model showed reasonable behavior during validation on years with reliable 

data. Still, we note that there were many instances where the performance of the model decreased 

rather than increased compared to the calibration runs. The change (decrease/increase) in the 

objective function mainly depends on the changes in hydroclimatic conditions between the 

calibration and validation data (Coron et al., 2012; Dakhlaoui et al., 2017; Osuch et al., 2015; 

Seibert, 1997). The parameter combinations calibrated on 2002/2003 showed the largest NSE and 

RMSE drop-offs when they were validated on both 2005/2006 and 2008/2009. The drop-offs were 
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less significant when the admissible simulations were verified against data of 2003/2004 and 

2009/2010 (Table 10). 2002/2003 seemed to be the worst calibration/validation year. Moreover, all 

calibration years provided parameter sets that performed fairly well at least in one of the validation 

years but, fewer are found to be transferable over more than two years. However, there are sets of 

parameter combinations that provided acceptable performance over a maximum of five years when 

the model was calibrated on 2003/2004, 2005/2006, 2007/2008, 2008/2009, or 2009/2010. In 

contrast, when the model was calibrated on 2002/2003 the parameter sets were found to be less 

consistent in time after validation. 

Table 10. Maximum NSE and minimum RMSE that were obtained after validation (calibration years in 

columns and validation years in rows). 

    01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 

01-02 
NSE 0.48 0.36 0.47 0.48 0.47 0.45 0.47 0.47 0.48 

RMSE 5.47 6.05 5.5 5.48 5.5 5.61 5.49 5.49 5.48 

02-03 
NSE 0.34 0.76 0.69 0.69 0.32 0.73 0.67 0.44 0.57 

RMSE 11.25 6.84 7.71 7.71 11.44 7.2 7.91 10.35 9.11 

03-04 
NSE 0.79 0.84 0.88 0.87 0.86 0.87 0.86 0.8 0.85 

RMSE 9.43 8.15 7.05 7.25 7.77 7.28 7.78 9.11 7.88 

04-05 
NSE 0.41 0.44 0.44 0.44 0.43 0.44 0.44 0.44 0.44 

RMSE 3.99 3.88 3.87 3.86 3.9 3.88 3.86 3.86 3.88 

05-06 
NSE 0.84 0.58 0.89 0.9 0.9 0.79 0.85 0.84 0.9 

RMSE 4.78 7.82 4.03 3.74 3.72 5.52 4.67 4.77 3.83 

06-07 
NSE 0.3 0.42 0.42 0.37 0.36 0.43 0.41 0.41 0.42 

RMSE 4.95 4.48 4.5 4.7 4.71 4.46 4.52 4.52 4.5 

07-08 
NSE 0.64 0.64 0.68 0.68 0.62 0.68 0.68 0.67 0.59 

RMSE 3.95 3.98 3.7 3.7 4.07 3.7 3.7 3.81 4.24 

08-09 
NSE 0.8 0.65 0.78 0.81 0.81 0.81 0.81 0.81 0.62 

RMSE 9.3 12.38 9.87 9.12 9.12 9.12 9.12 9.12 12.85 

09-10 
NSE 0.86 0.83 0.87 0.87 0.87 0.86 0.86 0.79 0.87 

RMSE 13.48 14.9 13.34 13.25 13.25 13.48 13.53 16.57 13.25 

Nevertheless, under the inherent interaction between conceptual model parameters, mainly 

driven by structure inadequacy and data-related uncertainty (Seibert, 1997; Sorooshian and Gupta, 

1983), it is difficult to obtain a unique optimal set of parameters (Sorooshian and Gupta, 1983; 

Uhlenbrook et al., 1999). Multiple simulations that result in equally good performance exist 

(Seibert, 1997; Uhlenbrook et al., 1999). Therefore, the parameter set that provided the best and 

consistent performance, according to both NSE and RMSE, was selected (Figure 31). This 

combination of parameters, not assumed as a realistic description of the physical processes 
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controlling the hydrologic regime in the studied sub-watershed, was used to investigate the 

sensitivity and interdependency of the model parameters. 

 
Figure 31. Daily streamflow simulated using the parameters combination that yielded the best statistical 

metrics (NSE and RMSE) after validation. 

4.3.2. Sensitivity Analysis 

The sensitivity analysis was performed to quantify the individual effect of the HBV model 

parameters on streamflow simulation. This analysis was conducted by varying one parameter at a 

time while the rest are set to their optimized values. The degree of influence of each parameter was 

assessed according to the changes in the NSE objective function. The analysis covered six years of 

the reference period, where 2001/2002, 2004/2005, and 2006/2007 were excluded given the poor 

model performance driven by the low data quality. The sensitivity results are illustrated in Figure 

32 where the changes in parameter values are plotted versus the changes in NSE values. From 

Figure 32, it is clear that there is an important year-to-year variability in the model behavior 

depending on the parameter changes. Generally, all parameters seemed to impact the model 

simulations to a certain extent, depending on years and parameters. In our analysis, we observed 

that the parameter ETF demonstrated no major control over the model performance in most of the 

years. Except in 2008/2009, the increase in ETF parameter values led to the lowest NSEs. Overall, 

the model performed the best with smaller ETF values in all the considered years. Whereas, 

parameters such as DDF and LP seemed to not affect the model response in some years while they 

showed more influence in others. In most of these years, both parameters demonstrated overall 

NSE decreasing tendencies as the values of the parameters increased. In contrast, higher LP values 

in 2002/2003 resulted in higher NSEs, which suggests that the model performs the best under small 

evapotranspiration rates in such a year. The DDF was more dependent on the availability and extent 
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of the snow cover over the study area. In previous studies, snowmelt-related parameters, 

particularly DDF, were found to be more influential on the HBV model response in watersheds 

with a snow-dominated regime (Seibert, 1997; Uhlenbrook et al., 1998; Zelelew and Alfredsen, 

2013). In contrast, the model performance had no clear dependency on the parameter in watersheds 

with rainfall-dominated regimes due to the small snow portion in these watersheds (Merz et al., 

2011; Parra et al., 2018). Furthermore, when varied individually, the FC and BETA parameters 

seemed to have the most important impact on the model response. They presented the steepest 

curves in all the studied years. Numerous studies agreed that FC and BETA are the most influential 

parameters in the HBV conceptual model (Abebe et al., 2010; Osuch et al., 2015; Parra et al., 2018; 

Seibert, 1997; Uhlenbrook et al., 1998; Zelelew and Alfredsen, 2013). However, the parameter 

values that maximize the NSE change from one year to another. The FC, for instance, had optimal 

values within a range of 200 mm to more than 400 mm. It converged more towards the lower edge 

of the predefined calibration range in 2002/2003 and exceeded 400 mm in 2008/2009. The two 

years were contrasted in terms of hydroclimatic conditions. The first was marked as a relatively 

dry year with unevenly distributed rainfall events, one of which caused an extremely high peak 

flow (Figure 30), while the second was a very wet year with relatively high annual rainfall amount 

and abundant snow cover (see section 3.3.2. and 3.3.3.). Theoretically, the FC parameter 

determines the amount of excess water contributing to the upper reservoir recharge. A lower FC, 

which refers to a soil layer with less water holding capacity, would amplify the portion of excess 

water compared to larger FC values. Merz et al., (2011) and Osuch et al., (2015) showed that FC 

positively correlates with precipitation but more significantly with temperature. However, the 

parameter presents different behaviors in different watersheds depending on the presence or 

absence of snow cover (Osuch et al., 2015). It tends to increase with temperature in snow-covered 

watersheds while it shows the opposite tendency in watersheds without snow cover. The findings 

of Merz et al., (2011) and Osuch et al., (2015) would suggest that the positive correlation between 

FC and temperature in snow-covered watersheds may be related to increasing snowmelt supplies 

to the soil subroutine. The latter partly explains the variability in FC optima in our case, where it 

tended to be larger in years characterized by relatively important snow cover (2005/2006 and 

2008/2009). This observation suggests that the FC optima fluctuations are subject to changes in the 

total water supply, particularly from snowmelt. This interpretation agrees with the finding from 

Abebe et al., (2010), where the FC was found to take lower values during dry periods and high 
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values during wet periods with susceptible overestimated rainfall. Contrary to FC, the annual 

optimal values of BETA varied within a narrower section of its predefined range, throughout the 

reference period. This may be explained by the adjustment of BETA to the FC optimal values in 

order to counterbalance the water supply offset provoked by a larger water holding capacity. As 

shown in Figure 31, the parameter combination obtained after validation often led the model to 

underestimate high peak flows. The latter would require smaller FCs in order to be correctly 

simulated. Hence, the bias provoked by the relatively higher optimized FC is accounted for by 

BETAs that are smaller than those obtained after validation (Figure 32). The smaller BETA values, 

which mean more recharge water towards the upper reservoir, resulted in higher NSEs, particularly 

in 2002/2003 and 2003/2004. Moreover, the parameters KPERC and UZL, which control the 

drainage of the upper reservoir, showed relatively similar behavior to the FC in both 2002/2003 

and 2008/2009. As can be seen in Figure 32, in 2002/2003, higher NSEs were obtained by small 

KPERC and small UZL values, while the opposite was true in 2008/2009. Additionally, the K0 

intervened only when the conditions were wet enough to allow the exceedance of the UZL, 

otherwise, the simulated outflow was mainly the result of the K1 contribution. Generally, a smaller 

UZL allowed more contribution from the K0 in peak flows generation. This can be seen in the 

subplots relative to K0 and K1 in Figure 32. Particularly during 2005/2006 and 2007/2008, K0 

induced no change in the objective function when varied over its whole range. The K1, in contrast, 

resulted in steeper curves suggesting a significant control over the model response. The effect of 

the K0 parameter can be also seen when there was a relatively large water supply from individual 

rainfall events resulting in important peak flows (Abebe et al., 2010; Ouyang et al., 2014), such as 

the case of 2002/2003 and 2003/2004. Such peak flows are often driven by extremely intense 

rainfall events that produce important runoff in a short amount of time. Additionally, the K2, which 

is responsible for baseflow generation, presented a certain degree of influence on the global flow 

generation. However, the model sensitivity to K2 highly depended on the simultaneous effect of 

K1 and KPERC on the water level in the upper reservoir (Seibert, 1997; Uhlenbrook et al., 1999). 

In the present study, the larger optimized KPERC was the main factor that led to the significant 

contribution of K2 in the global outflow. 
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Figure 32. The sensitivity of the model to the changes in parameter values according to the NSE. The dashed 

lines represent the optimal parameter values obtained after validation. 
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4.3.3. Parameters Interdependency 

Generally, model parameters, as physical as they sound, may not reasonably describe the 

reality of the physical processes (Seibert, 1999; Uhlenbrook et al., 1998), particularly with 

conceptual models that are highly subject to parameter interdependency. In the present work, we 

were able to highlight the potential interdependency of the model parameters through the sensitivity 

analysis. The findings suggest that the change in one of the model parameters due to hydroclimatic 

conditions, for instance, would be offset by one or more of the remaining parameters to provide 

the most fitted model to the observed streamflow. This combining effect is responsible to a large 

extent for the year-to-year variability of the estimated optimal model parameters (Sorooshian, 

1983). To emphasize the interdependency of the HBV model parameters, a bivariate analysis based 

on the NSE criterion was carried out. It consisted of varying two parameters at a time over their 

whole predefined range instead of one parameter, while the rest were set to their optimal values. 

Figure 33 shows the maximum NSE obtained for each couple of parameters, where the diagonal 

cells of each subplot represent the maximum NSE from the OAT analysis. Previous studies have 

demonstrated that the use of fewer parameters than the full version has little impact on the model 

fit (Seibert, 1999; Zelelew and Alfredsen, 2013). Our results showed that combining a minimum 

of two parameters, while the rest are set to their optimized values, can lead to NSEs comparable to 

those obtained during calibration. Still, the couple that yielded to the best fit highly depended on 

the year during which the model is run. Overall, less influential parameters such as ETF, LP, and 

DDF, when they were combined, brought no significant change compared to the OAT analysis, as 

shown in Figure 33. However, the incorporation of parameters with more influence on the model 

response, in the parameter couple, resulted in higher NSEs. The most significant increases were 

obtained when one or more of the response routine parameters were considered. This remark holds 

true for all the studied years unless the conditions were not met to allow the engagement of some 

of the parameters, such as UZL in 2005/2006 and K0 in 2007/2008 hydrologic years. Overall, the 

results from all the years lead us to conclude that the combination of the response routine 

parameters, particularly K0, KPERC, and UZL, yielded superior model simulations. Thus, the 

performance of the model would be more sensitive to the response routine parameters than to those 

of the soil moisture routine, particularly in years with extremely high peak flows. The impact of 

the response routine on the model performance was obvious in 2002/2003. As shown in Figure 33, 

the parameter couples constituted of either UZL or KPERC returned the highest NSEs, especially 
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when combined with K0. Furthermore, in years with frequent snow cover (2005/2006 and 

2008/2009, Figure 23) the couple FC-DDF seemed to provide NSEs as high as those obtained by 

the response routine parameters. 

 
Figure 33. Heatmaps representing the maximum NSE obtained when varying two model parameters at a time 

while the rest are set to their optimized values. 

The interaction between the values of the five parameter couples (FC-DDF, FC-K0, FC-

KPERC, K0-KPERC, and K0-UZL) that caused an overall distinct increase in the NSE values, as 

shown in Figure 33, was further investigated. Figure 34 illustrates the scatter plots of the five 

parameter couples classified according to the NSE resulted from the combination of each pair of 

parameter values. Each row represents the results of one parameter couple in four representative 

years (2002/2003, 2003/2004, 2005/2006, and 2008/2009). Figure 34 confirms that FC was 

strongly influenced by the year-to-year changes in water supplies. Remarkably, the parameter was 

positively correlated with the yearly SCAp. Moreover, it seemed to change according to the 

changes in DDF. As shown in Figure 34, when FC and DDF were varied together, in years with 

frequent snow cover (2005/2006 and 2008/2009), we observed that both parameters took higher 
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values to yield the best NSEs. This suggests that important amounts of snowmelt produced under 

higher DDFs are compensated with higher FCs. In contrast, when varied with other parameters, 

such as KPERC and K0, the FC significantly decreased, yet the maximal NSE did not change as 

much. Based on this observation, the higher FC values in both years were set to counterbalance a 

potentially overestimated snowmelt. This is in line with the interpretation of Abebe et al., (2010) 

assuming that the parameter takes higher values to reduce the effect of overestimated rainfall. 

Furthermore, from the scatter plots, we can see that the five considered couples presented 

contrasting behavior in 2002/2003 and 2008/2009. There was a general tendency where the set of 

parameter pairs that yield the maximum NSEs, regardless of the actual values, were always on the 

opposite sides of the parameter ranges. In 2002/2003, the best simulations were the result of the 

couples that incorporated DDF, FC, KPERC, and UZL parameter values around the lower edge of 

their predefined range, and larger K0. Conversely, larger values from DDF, FC, KPERC, and UZL, 

and smaller K0 values provided the best simulations in 2008/2009. The small FC values allowed 

the small discrete rainfall amounts, in 2002/2003, to fully participate in the upper reservoir 

recharge. Accordingly, the response subroutine parameters were set in a way to reduce the potential 

storage of the upper reservoir and percolation rate so that the smaller recharge supplies could 

significantly contribute to the global outflow. A reverse behavior was observed in 2008/2009. In 

other words, the combination of the same parameters provoked an enlargement of the upper 

reservoir storage capacity, which led to a reduction in the excess water from the reservoir. On the 

one hand, these observations suggest that in addition to FC, all the parameters engaged in the 

drainage of the upper reservoir compensate for the bias that may take place from an overestimated 

water supply. On the other hand, under high peak flows, the same parameters are combined to 

enhance the contribution of small water supplies to the global outflow. In particular, the reduction 

in the upper reservoir storage capacity may be considered as a mimic of the rapid saturation of the 

upper soil layer under intense rainfall events, which was the case in 2002/2003 and 2003/2004. 

Although limited to FC, a similar observation was made by Abebe et al., (2010). They explained 

the changes in the optimal FC values by the absence of model formulations that account for factors 

controlling the infiltration-runoff partitioning, such as rainfall intensity and duration. 

 



Evaluation a Conceptual Hydrologic Model to Simulate Daily Streamflow: Calibration, 

Sensitivity, and parameters interdependency 

82 

 

 
Figure 34. Scatter plots of the five parameter couples FC-DD, FC-K0, FC-KP, K0-KP, and K0-UZL, classified 

according to the NSE values. The X marker refers to the best-performing pair of parameter values. The 

continuous black lines enclose the combinations of parameter values that result in the same NSE values. 
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Chapter 5.  Evaluation of the Daily Estimates of the 

SRP Datasets Using Direct Comparison and 

Hydrologic Modeling Approaches 

5.1. Introduction 

The strong spatiotemporal variability of rainfall combined with the low density of the 

measurement network constitutes real constraints for water resources monitoring and management. 

As stated earlier, with a low-density gauging network there is a high probability of having rainfall 

time series with missing rainfall events (Dong et al., 2005). This can be particularly observed in 

semi-arid contexts where the rainfall events are often stormy, with short duration and small spatial 

coverage (Arsenault and Brissette, 2014). In recent years, several SRPs have become freely 

available worldwide. In this chapter, we aim at evaluating the robustness and accuracy of the ARC, 

CHIRPSp25, CHIRPSp5, CMORPH-CRT v1, GPM IMERG v6, PERSIANN-CDR, RFE, and 

TRMM 3B42 v7 datasets in estimating the rainfall over the OERB. The SRP estimates were 

evaluated at a daily time scale over the period from 2001 to 2010. Firstly, the performance of the 

SRPs was assessed by direct comparison against in situ observations from twenty-six RGs (see 

Table 2 “Chapter” column). Secondly, we investigated the suitability of the SRPs daily estimates 

for streamflow simulation over Ait Ouchene and Tilouguite sub-watersheds (Figure 13 and       

Table 1), using the HBV conceptual lumped model.  

5.2. Methods 

The SRPs data were evaluated by a direct comparison between rainfall data obtained from 

RGs and their corresponding GCs and WAvg time series. The SRP datasets were investigated to 

analyze their capability in detecting rainfall events and reproducing the observed patterns of the 

daily rainfall using various statistical metrics. First of all, we used the verification indices: POD 

(Probability Of Detection) and FAR (False Alarm Ratio) (Wilks, 2006). These indices, based on 
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contingency tables, emphasizes the product’s ability to identify rainfall events above a given 

threshold (Dinku et al., 2008). Different thresholds have been adopted in various studies throughout 

the world to differentiate between rainy or dry days, including 0.1 mm to define a rainy day in 

Saudi Arabia (Almazroui, 2011), 0.5 mm in the Korean peninsula (Baik and Choi, 2015), and 1 

mm in the Peruvian Andes (Mantas et al., 2014). In this study, we choose to apply 0.1 mm as a 

rainfall threshold, which corresponds to the minimum amount that can be collected by the RGs. 

The POD, also called the success rate, represents the fraction of observed events that were 

correctly detected by the SRPs. An event is considered as correctly detected when rainfall (greater 

or equal to 0.1 mm.d-1) is reported by both the SRP and the RG (Table 11). The POD is defined as 

follows: 

POD =  
a

a +  c
  Equation 15 

The FAR is the estimated proportion of events that tend to be falsely detected (false alarms). 

The latter refers to the rainfall events detected by the SRP while no rainfall (lower than                      

0.1 mm.d-1) was recorded at the RGs (Table 11). The FAR is calculated by the following formula: 

FAR =
b

a + b
  Equation 16 

Where, a, b, and c represent the number of rain events that fulfilled the conditions in Table 11. 

Table 11. Contingency table showing the meaning of parameters used in equations 15, and 16 (rain ≥ 0.1 

mm.d-1 = rainy day; rain <0.1 mm.d-1 = dry day). 

 RG 

 Rain ≥ threshold Rain< threshold 

Satellite 
Rain  ≥ threshold a b 

Rain < threshold c d 

The comparison of the SRP estimates against the RGs data was also conducted through a 

statistical analysis based on standard indicators. These include the PCC (Equation 17) for 

evaluating the linear relationship between the SRP and RG time series. There is also the RMSE 

(Equation 14) in mm, the R-Bias (Relative Bias, Equation 18), and the Bias (Equation 19) that were 

used to quantify the difference in magnitude between the two data sources. 
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PCC =  
∑ (Ei − E̅i)(Oi − O̅i)
n
i=1

√∑ (Ei − E̅i)(Oi − O̅i)
n
i=1

2

 
Equation 17 

𝑅 − 𝐵𝑖𝑎𝑠 =  
∑ Ei
𝑛
𝑖=1

∑ Oi
𝑛
𝑖=1

 Equation 18 

𝐵𝑖𝑎𝑠 =  Ei − Oi Equation 19 

Where: 

𝐸𝑖: the SRP data of the day 𝑖 with an average of 𝐸̅𝑖; 

𝑂𝑖: the RG data of the day 𝑖 with an average of 𝑂̅𝑖; 

𝑛: the total number of days in the study period. 

Furthermore, the SRPs underwent a hydrologic evaluation using the HBV model. The 

datasets were used as inputs alongside the RG data to simulate the daily streamflow via the 

aforementioned model. In this chapter, the calibration/validation process was the same as the one 

adopted in Chapter 4. The main differences reside in the number of calibration runs and the 

parameter ranges. For computational purposes, the number of simulations per calibration exercise 

was set to 100000 instead of 1.5 million (Chapter 4). This allowed us to reduce the effort and time 

that eight datasets would require to run the model on an annual basis. On the other hand, some 

changes were made to the model parameters and their respective ranges based on the sensitivity 

and interdependency analysis reported earlier in Chapter 4. Firstly, the snowmelt subroutine was 

deactivated and the SCA was not considered as model input. This decision was mainly motivated 

by the conclusions of the interdependency analysis (Chapter 4). The DDF was found to interact 

with some of the model parameters, particularly FC (see section 4.3.3.), to account for under or 

overestimated water supplies. In SRPs evaluation, depending on the DDF coefficients, the 

snowmelt simulated based on the SCA can compensate for the bias in the SRP daily estimates and, 

hence, the performance results would be misleading. By disregarding the DDF and the TT, 9 

parameters remained to be calibrated. Out of these, six parameters (BETA, ETF, FC, K0, KPERC, 

and LP) were subject to a range adjustment (Table 12), taking into consideration the sensitivity 

analysis outcomes. While the ETF was set to a fixed value (0.05), the ranges of three parameters 

(BETA, FC, and KPERC) were shortened and two (K0 and LP) were widened. 
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Table 12. HBV model parameter ranges used in the SRP-driven calibration. 

Parameter Definition Minimum Maximum Unit 

BETA Shape coefficient 1 3 - 

ETF Temperature correction factor 0.05 0.05 °C-1 

TT Temperature threshold - - °C 

DDF Degree day factor - - mm °C-1 d-1 

FC Maximum soil moisture 50 400 mm 

K0 Recession coefficient 0.01 1 d-1 

K1 Recession coefficient 0.001 0.2 d-1 

K2 Recession coefficient 0.001 0.15 d-1 

KPERC Percolation coefficient 0.001 0.1 d-1 

UZL Upper reservoir threshold 1 25 mm 

LP Limit for the potential evapotranspiration 0.01 1 - 

The performance of the SRP datasets was judged based on their capability to produce daily 

streamflow that is close enough to the one gauged at the outlet of the Ait Ouchene and Tilouguite 

sub-watersheds. Thus, the streamflow simulated using the SRP estimates was evaluated against the 

observed one employing the NSE statistical metric (Equation 13). 

5.3. Results and Discussion 

5.3.1. Grid Cell based Evaluation 

In this section, eight freely available SRP datasets were compared against daily gauged 

rainfall data. Figure 35 illustrates the performance of the SRPs as described by the statistical 

metrics (PCC, RMSE, POD, and FAR) computed for each of the twenty-six RGs. The latter are 

sorted in an ascending order based on the gauges’ elevations. As shown in Figure 35, the accuracy 

of the SRPs in reproducing the daily observed rainfall depends on products and RGs. According to 

the PCC results, the performance of all products exhibited a strong spatial variability. The obtained 

daily PCCs ranged from a minimum of 0.11 computed between Addammaghene and its 

homologous CMORPH GC to a maximum of 0.78 computed between Moulay Bouzekri and RFE. 

This poor performance is comparable with what was obtained at the daily time scale over Algeria 

and Egypt (Babaousmail et al., 2019; Nashwan et al., 2019), quantitatively but not in terms of the 

SRPs performance ranking. Generally, all the products tended to provide the worst performance 

over the mountainous region. The performance was particularly low (small PCCs and large 

RMSEs) at high elevations or at those RGs located in the southern part of the OERB (where the 
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conditions are the aridest). Out of the eight SRPs, PERSIANN, CMORPH, CHIRPSp25, and 

CHIRPSp5 showed the poorest agreement with the observed data as all the obtained PCCs were 

lower than 0.48. It was not clear which of these products can be rated as the worst. Nevertheless, 

CMORPH seemed to have the inferior performance at more RGs than any of the other three 

products. Moreover, CHIRPSp25 and CHIRPSp5 demonstrated a quite similar spatial pattern. 

Although the differences were small, the PCCs computed based on the CHIRPSp25 exceeded those 

computed based on CHIRPSp5 at most of the RGs. Given the fact that both products use the same 

algorithm, the small GC size (5 km) seemed to provide no significant improvement compared to 

the overall performance of the 25 km product. The four remaining SRPs (ARC, REF, TRMM, and 

IMERG) correlate relatively better to the observed data. Still, the performance was spatially 

consistent in some products more than in others. The PCCs obtained by ARC and RFE were found 

 
Figure 35. Statistical metrics (PCC and RMSE) computed at the daily time scale. The RGs are sorted in 

ascending order according to their elevation. 
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to exceed 0.6 at four neighboring RGs mainly located at the lowlands. As reported earlier, in both 

ARC and RFE, the calibration procedure relies on attributing the daily observed rainfall to the GCs 

that correspond to the RG positions and the satellite (IR and PMW) estimates elsewhere. This can 

explain the high PCCs obtained at these RGs, particularly that they are situated near a 

meteorological station that belongs to the Moroccan National Weather Administration 

measurement network. The latter often participate in international data collection programs, such 

as those used in the calibration of the SRP datasets. At several other sites, the same SRPs (ARC 

and RFE) were found to exhibit the worst performance among all the products, particularly ARC 

was predominantly surpassed by RFE in terms of PCCs. On the other hand, the calibrated version 

of IMERG was spatially the steadiest. It outperformed all the products at all of the studied RGs, 

except at those sites where ARC and RFE performed the best. In particular, IMERG provided 

remarkably improved linear correlation coefficients compared to its predecessor TRMM and 

PERSIANN. The PCCs produced by IMERG ranged over a relatively narrower interval (0.33 – 

0.62) where 75% were above 0.46; which were higher than 75% of the PCCs produced by TRMM 

and all those produced by PERSIANN (Figure 36). The supremacy of IMERG daily estimates over 

those of CMORPH, CHIRPS, TRMM, PERSIANN, and ARC was reported in several regions of 

different topographic and climatic contexts (Anjum et al., 2019; Beck et al., 2019; Ma et al., 2020; 

Tang et al., 2020). In particular, the authors highlighted the remarkable enhancements in IMERG 

compared to TRMM. However, regarding the other products, the findings of most of these studies 

oppose ours. For instance, CMORPH outperforming TRMM over China and conterminous US 

(Beck et al., 2019; Tang et al., 2020), and CHIRPS providing the best performance surpassing 

TRMM, PERSIANN, and CMORPH over the Lake Titicaca basin (Satgé et al., 2019). 

 
Figure 36. Boxplots summarizing the statistical metrics (PCC and RMSE) obtained at the daily time scale. 
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Furthermore, the capability of the SRPs to correctly detect the gauged rainfall events, as 

demonstrated by the POD metric, is illustrated in Figure 37 and Figure 38. According to POD 

values, the SRPs detection capacity seemed to endure less spatial fluctuation. Overall, the PODs 

varied from 0.18 to 0.91. ARC and CHIRPSp5 had the worst skill in detecting rainy days among 

all the products, with a median POD of 0.29 and 0.31, respectively. CHIRPSp25 (0.47) came in 

fourth rank surpassed by TRMM (0.52), CMORPH (0.54) and RFE (0.60). Throughout the study 

region, the highest POD values predominately fluctuated between IMERG and PERSIANN 

products with PODs ranging from 0.52 to 0.91. Both SRPs mostly showed a similar capacity of 

rainfall events detection with a very close spatial pattern. This can be partly attributed to the fact 

that IMERG incorporates the output of the PERSIANN-CCS cloud classification system in its 

newest release. Thus, its detection capacity has remarkably improved compared to its predecessor 

TRMM. This observation agrees with what was found in other climatic contexts about IMERG 

being able to detect more rainy days than TRMM (Anjum et al., 2019; Ma et al., 2020). The 

capability of the SRPs to correctly detect rainfall events as recorded by the RGs is a key factor to 

judge the suitability of these products to spatially describe the rainfall patterns over a certain region. 

The low PODs imply an abundance of missed events, which can be of high concern depending on 

their actual magnitudes. Such events can be mainly provoked by the difference between the time 

the satellite passed over the location of the RG and the time when the event actually precipitated 

on the earth's surface (Serrat-capdevila et al., 2016). Generally, the missed events occur when the 

rain took place moments after the satellite scanned the RG location. This can be actuated depending 

on the efficiency of the algorithm used for rainfall retrieval and the GC size adopted for the final 

product. A larger GC size allows more residence time for the clouds within the sensor’s spatial 

resolution and, hence, enhances the probability of their detection. This can be seen in Figure 37 

(subplot 1), for the same RGs CHIRPSp25 was always capable to correctly detect more events than 

CHIRPSp5.  
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Figure 37. Statistical metrics (POD and FAR), computed at the daily time scale. The RGs are sorted in 

ascending order according to their elevation. 

 
Figure 38. Boxplots summarizing the statistical metrics (POD and FAR) obtained at the daily time scale. 
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Generally, the missed events are equivalent to a complete loss of water supplies, and 

depending on their actual magnitudes they can be a potential source of uncertainties in water-

related applications. As illustrated in Figure 39.a, during the study period, the SRPs missed rainfall 

events ranging from less than 1 mm.d-1 to more than 80 mm.d-1. The rainfall events within the range 

of 0 – 5 mm.d-1 were the most frequently missed by all the SRPs, with percentages between 20% 

and 40%. The latter tended to zero as the daily rainfall totals increased. Missing more events of 

low magnitudes than events of high magnitudes can be related to the frequency-magnitude 

relationship in rainfall. As described by Davie (2008), this relationship assumes that low magnitude 

rainfall events tend to occur more often than events of high magnitude, which is the case in the 

OERB. We note that datasets such as CHIRPS and ARC failed to detect more than half of the rainy 

days in most of the rainfall ranges (Figure 39.b). This issue is of less extent respectively in 

CMORPH, TRMM, RFE, and PERSIANN, particularly IMERG showed the lowest missing rates 

in all the specified rainfall ranges. 

 
Figure 39. The percentage of correctly detected events (a), missed events (b), and false alarms (c) per rainfall 

class. The percentages reported in a, b, and c were calculated relative to the total number of rainfall events, 

the number of rainfall events in each class, and the total number of days in the study period, respectively. 

For the false alarms, the FAR values were relatively large for most of the SRPs (Figure 37). 

They ranged between 0.24 (ARC) and 0.84 (TRMM). The SRPs captured around 40% of the 

rainfall events as false alarms at more than 75% of the RGs (Figure 38). The product showing the 

least false alarms often switched between ARC, CHIRPSp5, and TRMM with median FARs of 

0.55, 0.52, and 0.58, respectively. PERSIANN, on the other hand, showed the highest rates of false 
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alarms at much of the RGs with 0.67 as a median value. Moreover, it appeared that the best-

performing products in terms of event detection are likely to capture false alarms the most, and 

vice versa. This can be clearly observed in estimated rainfall totals that fall within 0 – 5 mm.d-1, 

which were the most falsely detected magnitudes for all SRPs (Figure 39). Overall, the presence 

of false alarms can be the result of numerous factors according to the scientific literature (Mantas 

et al., 2014; Nashwan et al., 2019; Satgé et al., 2020; Serrat-capdevila et al., 2016). These factors 

are usually classified as those provoked by the climatic and topographic contexts, such as the 

impact of the dry hot air layers and desert dust on diminishing rainfall droplets before they reach 

the RGs (Nashwan et al., 2019). Other authors associated the false alarms with the inefficiency of 

the satellite sensors (IR and PMW) in differentiating between the rainy cloud systems and certain 

surface objects in the background (Mantas et al., 2014; Nashwan et al., 2019; Serrat-capdevila et 

al., 2016). In all these cases the false alarms are considered as unwanted events that deteriorate the 

performance of the SRPs (Nashwan et al., 2019; Serrat-capdevila et al., 2016). Also, it should be 

noted that a part of the discrepancies between the RGs and SRPs, related to the false alarms, can 

be attributed to the reliability of the RG network density relative to the intra-GC variability (Mantas 

et al., 2014; Satgé et al., 2020). Therefore, false alarms are to be expected given the differences in 

the spatial resolution of measurement between the SRP GCs (areal) and the RGs (punctual). The 

small coverage area combined with the low density of the measurement network can lead the RGs 

to miss a certain amount of rainfall events. Thus, the false alarms can actually be rainfall events 

that precipitated within the products’ GCs areas, but distant enough to be covered by the 

homologous RGs. In this case, their presence would constitute a source of information to 

complement the RG data. The effect of the GC size on the ratio of false alarms can be observed by 

comparing the FARs obtained for CHIRPSp5 and CHIRPSp25 in Figure 37 and Figure 38. 

CHIRPSp5, with the smallest GC size, predominantly showed low FAR values compared to 

CHIPRPSp25. This indicates that the small GC size can help to reduce the number of falsely 

detected rainfall events.  

Furthermore, to highlight the impact of the spatial resolution discrepancies on the occurrence 

of the false alarms, we analyzed the FAR values obtained considering GCs enclosing at least two 

RGs (Figure 40). The CHIRPSp5, RFE, and ARC datasets were not taken into account in this 

analysis owing to the complete absence of GCs that contain more than one RG. Five groups (G) 

constituted of two or three RGs were defined for the SRPs with 25 km2 GCs, and one group of two 
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RGs was defined for IMERG. The groups’ details are presented in Table 13. Each group includes 

FAR coefficients obtained based on the GC versus RG comparison (blue bars) and those obtained 

based on the comparison between the GC time series and the average of all RG situated within the 

same GC (yellow bars, Figure 40). As illustrated in the figure, the FARs obtained based on the 

average data were either less or equal to the minimum FARs obtained based on the individual RGs 

belonging to each of the groups. In other words, certain rainfall events, within the same GC, 

considered as false alarms in the first RG were correctly detected in the second one. These findings 

confirm that some of the false alarms were actually rainy events that precipitated out without being 

captured by the RGs (Satgé et al., 2019). Some of the gauges showed more uncaptured events than 

others. For instance, the average data in G4 and G5 yielded false alarms way fewer than Bissi Bissa 

(G4) and Oulad Gnaou (G5), but very close to Ouled Sidi Driss (G4) and Mechra Eddahk (G5). 

For G3, which happened to contain three RGs, the average data produced FARs that were 

noticeably less than those of the other groups. 

Table 13. RG names per GC group. 

 

 
Figure 40. The blue bars represent the FARs computed through the comparison between the GC data series 

and each of the corresponding RGs. The yellow bars represent the FARs computed through the comparison 

between the GC data series and the average of all gauges corresponding to the GC. 

In addition, all SRPs tended to misestimate the magnitude of most of the correctly detected 

rainfall events (Figure 41). They were found to frequently underestimate rainfall. Only CHIRPS 

datasets showed more overestimated than underestimated daily totals, with around 70% of the 

events were positively biased. The SRPs strongly underestimated rainfalls of high magnitude, 

G1 G2 G3 G4 G5

Ait Ouchene Assaka Aval El Heri Bssi Bissa Mechra Eddahk

Taghzirt Sidi Driss Chacha N Amlah Oulad Sidi Driss Oulad Gnaou

Tarhat

Rain gauges
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especially the totals greater than 40 mm.d-1. The Bias values varied between -1 mm.d-1 to more 

than -30 mm.d-1. For each rainfall range, the large biases were the most frequently obtained. At 

least 50% of the correctly detected rainy days belonging to the ranges above 40 mm.d-1 were 

underestimated by more than 30 mm.d-1. The percentage appeared to decrease as we move towards 

low bias values to reach a minimum of 5% or less at the 0 – -5 mm.d-1 range. Nonetheless, IMERG 

and CHIRPSp5 seemed to have a relatively better capacity to accurately estimate the events of high 

magnitude than the other products. They both provided more estimates of less than -5 mm.d-1 bias 

 
Figure 41. (a): boxplots summarizing the bias values calculated at the daily time scale considering data from 

all the studied RGs. (b): the percentage of daily rainfall totals that were overestimated (solid line) and 

underestimated (dashed lines) per rainfall class. (c): the percentage of correctly detected events classified 

according to the bias values and rainfall classes. 
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for such magnitudes. On the other hand, the overestimations mostly concerned smaller rainfall 

events, less than 40 mm.d-1. Particularly, the SRPs tended to overestimate the rainfall events within 

the range of 0 – 5 mm.d-1. 

5.3.2. Watershed Average based Evaluation 

In this section, the evaluation was held at a watershed basis using observed and SRP WAvg 

time series (Figure 42). Overall, in terms of the correlation between the two data sources, no major 

improvement was found compared to the GC-based comparison. Nevertheless, the agreement 

between the RG and SRPs predominantly increased, for all sub-watersheds, compared to the 

watershed-based average of the PCCs. The latter was obtained as the average of the metric values 

computed using the GC and the RG time series situated within the limits of each of the sub-

watersheds (Figure 42.a). Still, the PCCs remained below 0.5 in most cases, except for ARC, RFE, 

and IMERG, which exhibited a relatively significant increase in PCC (Figure 42.b). These were 

mainly observed for Upstream OER and Tassaout-Lakhdar. In particular, IMERG showed the best 

correlations and outperformed the other products in most of the sub-watersheds, followed by RFE. 

The low performance obtained here highlights that a part of the mismatch between the SRP and 

the RG datasets can be related to the difference in their respective reporting times (Mantas et al., 

2014). Besides, all the SRPs seemed to follow a downward performance gradient from north to 

south. The rainfall estimates achieved a higher agreement with the RG time series in Upstream 

OER (the wettest) than in Tassaout-Lakhdar (the driest), except for RFE and IMERG as the PCCs 

obtained in both sub-watersheds were comparable. A reverse behavior was observed for the RMSE. 

The SRPs showed low RMSE values in Tassaout-Lakhdar compared to Upstream OER, suggesting 

that the rainfall estimates tended to be less biased in relatively drier regions. This remark is in line 

with what was mentioned earlier about the increasing tendency of RMSE with the total water 

supplies. Still, the performance ranking based on the RMSE demonstrated similar patterns as the 

PCC, with IMERG and RFE exhibiting the lowest values. 

The detection capacity of the SRPs improved compared to the GC-based evaluation. The 

relatively larger area of the sub-watersheds has led the SRPs to correctly capture more rainfall 

events. The increase in the detection capacity was more apparent for low-performing products in 

terms of POD, such as ARC and CHIRPSp5. On average, around 23% of additional rainy days 

were detected by ARC, with a maximum of 35% in Upstream OER, and at least 22% were  
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Figure 42. (a) Statistical metric values obtained by averaging the metrics computed for the GCs and RGs 

situated within each of the sub-watersheds. (b) Statistical metrics computed using the WAvg daily time series. 

detected by CHIRPSp5 in the four sub-watersheds. Furthermore, the difference in GC size between 

CHIRPSp5 and CHIRPSp25 became less significant at the watershed scale. An average difference 

of 15% between both datasets (at the GC scale) was reduced to less than a 3% difference (At the 

watershed scale). Nevertheless, CHIRPSp5 detection capacity remained the lowest out of all the 

products with a median POD of 0.56, while IMERG exhibited the highest rate of correctly detected 

events with a median POD of 0.89. In contrast, as suggested by the FAR values, the watershed-

based averaging option allowed a reduction of the false alarms in Upstream OER and Tassaout-

Lakhdar, while it induced more of them in Ait Ouchene and Tilouguite. The increase in the FARs, 

in this case, can be partly explained by the gauging network density, which was found to have a 

significant impact on the percentage of false alarms (see section 5.3.1.). Depending on SRPs, the 

sub-watersheds with the fewest RGs (Ait Ouchene and Tilouguite) experienced the most noticeable 

increase in FARs. However, as demonstrated earlier, a non-negligible portion of these false alarms 

can be actual rainfall events that were missed by the spatially limited gauging network.  
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Bias-wise, the SRPs' performance slightly improved compared to the GC-based evaluation 

(Figure 43). The maximum bias values exhibited by the SRPs were remarkably reduced. In 

particular, some of the exaggeratedly overestimated daily events by ARC and RFE were 

significantly lessened when the estimates were regionally averaged. Overall, the overestimated 

totals were the most significantly decreased. Thus, the products maintained the same tendency of 

predominantly underestimating the rainfall totals, especially in the northern sub-watershed.  

 
Figure 43. Boxplots summarizing the watershed-based bias values calculated at the daily time scale. 

5.3.3. Suitability of the Spatial Rainfall Products in Simulating Daily 

Streamflow 

In this section, we investigated the capability of the SRPs to simulate the daily streamflow 

using the HBV hydrologic model. Such an approach allows overcoming the gauging network 

limitations and cop with the difference in the measurement spatial resolutions (Poméon et al., 

2017). It affords comprehensive and indirect consideration of the SRP’s ungauged GCs (Satgé et 

al., 2019). The accuracy of the SRP-driven simulations was evaluated, against the daily gauged 

streamflow, using the NSE statistical metric. Figure 44.a and Figure 44.b illustrate the NSE values 

corresponding to the admissible simulations selected out of 100000 calibration runs in Ait 

Ouchcene and Tilouguite, respectively. In the figure, each box (boxplot) refers to the results of an 

SRP dataset while each group of nine boxes represents the NSE values obtained using a one-year 

calibration time series. The extreme left box in all groups shows the top simulations obtained based 

on the RG dataset. The horizontal dashed line is the 0.5 NSE baseline set as the threshold below 

which the corresponding simulations are rated as unsatisfactory (Moriasi et al., 2007). Based on 

the RG dataset, the HBV model performance varied from one sub-watershed to another. Overall, 
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the model performed better in Ait Ouchene than in Tilouguite, except in 2001/2002 where the NSE 

obtained in Tilouguite exceeded 0.5 contrary to those obtained in Ait Ouchene. In the latter sub-

watershed, the HBV model provided good performance in five out of the nine studied years with 

NSEs between 0.65 and 0.88. In the four remaining years, the model performance was relatively 

low. While in 2007/2008 the NSE values did not exceed 0.57 and were mostly within an 

unsatisfactory range, they were fully below 0.5 in 2001/2002, 2004/2005, and 2006/2007. In these 

three years, the unsatisfactory results obtained after calibration were mainly due to data quality. 

They were mainly marked by frequent missed rainfall events induced by the RG's sparsity, as 

reported earlier (in section 4.3.1.). Numerous peak flows were measured at the watershed outlet 

while no rainfall was recorded at the RGs. Also, the low density as well as the poor distribution of 

the gauging network can partly explain the significant difference in performance between the two 

studied sub-watersheds. While the available RGs are well distributed over the Ait Ouchene, 

covering both of its upstream and downstream parts, they are mainly concentrated around the outlet 

of Tilouguite with no rainfall recorded for a considerable portion of its high elevated regions. 

Hence, in Tilouguite the HBV model performed poorly in most of the studied years, as the obtained 

NSEs were predominantly rated as unsatisfactory. Relatively higher NSEs were only found in 

2001/2002 and 2009/2010. This can be due to far more missed rainfall events in Tilouguite 

compared to Ait Ouchene. This remark agrees with the findings of Xu et al. (2013), Arsenault and 

Brissette (2014), and Zeng et al. (2018) who reported that the gauging network distribution can 

play a major role in providing optimal model performance. 

Regarding the SRP-driven model simulations, in Ait Ouchene the calibration results were 

seldom satisfactory. As shown in Figure 44, most of the SRPs performed the best in 2005/2006. In 

this year, the NSEs achieved by ARC, CHIRPSp5, and CHIRPSp25, IMERG, PERSIANN, and 

TRMM were predominantly unsatisfactory but can reach maximum values between 0.60 and 0.73. 

RFE, on the other hand, exhibited better performance compared to the rest of the products with 

NSEs ranging between 0.55 and 0.85. However, the SRPs accuracy appeared to be inconsistent and 

varied throughout the reference period. No product steadily provided reliable simulations for more 

than three years (Figure 44). This unsteadiness can be due to the changes in the availability and 

accuracy of the satellite data sources, particularly the PMW estimates, used as inputs to feed the 

algorithms of the different products (Huffman et al., 2010a). While CHIRPSp5, CHIRPSp25, and 

IMERG showed satisfactory NSEs in 2009/2010, they performed relatively poorly in other years 
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as only RFE (in 2002/2003 and 2008/2009) and IMERG (in 2003/2004) achieved NSEs that barely 

surpassed the baseline. The SRPs were mostly significantly outperformed by the RG dataset, except 

in those years where the RG-driven simulations were very low during calibration. On the one hand, 

the NSEs obtained by certain SRPs were found to be close to those obtained by the RGs, such as 

the case in 2001/2002 (ARC and RFE), 2004/2005 (IMERG and RFE), and in 2006/2007 

(IMERG). Interestingly, in 2004/2005 and 2007/2008, the model simulations produced by ARC 

dataset suggested better performance than the RGs. More than 50% of the top simulations driven 

by ARC yielded NSE values greater than the maximum NSEs obtained using the RG dataset.  

 

 
Figure 44. Boxplots representing the admissible simulations obtained over Ait Ouchene (a) and Tilouguite (b) 

sub-watersheds. The dark blue box (the extreme left) refers to the RG data while the remaining boxes refer to 

the eight SRPs datasets. 

Moreover, the temporal inconsistency of the SRPs performance was also observed in the 

Tilouguite. Except for CMORPH, most of the products produced satisfactory simulations in 

2001/2002 and 2009/2010, with median NSEs greater than 0.5. The accuracy of the rainfall 

estimates noticeably decreased in the remaining years, particularly in 2006/2007 and 2007/2008 

where the majority of the obtained NSEs were negative. The performance deterioration seemed to 

be of less extent for CHIRPS datasets. The latter, followed by IMERG, steadily performed 
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satisfactorily in more years than any other product and achieved either close or better NSEs than 

those obtained by the RGs. Nevertheless, given the strong spatiotemporal fluctuations of the SRPs 

performance, it is not clear which product can be considered as the best performing. However, 

while CMORPH exhibited the poorest performance over both of the studied sub-watersheds and 

often yielded NSEs below zero, products such as ARC, RFE, IMERG, and CHIRPS frequently 

outperformed the remaining SRPs and worth further investigation. Given the overall low 

performance of the SRPs in calibrating the HBV model, the validation exercise was omitted and 

the products’ hydrologic examination relied only on the NSEs obtained after calibration. 

The poor performance exhibited by the SRPs in streamflow simulations can be the result of 

the combined effect of missed events and the important bias contained in the different rainfall 

estimates. As demonstrated earlier, the majority of the products underestimated most of the 

correctly detected events. Particularly, they tended to largely underestimate rainfall totals of high 

magnitudes. The latter, which often correspond to significant peak flows, can strongly reduce the 

robustness of the SRP-driven simulations. Hence, an alternative solution that relies on the 

combination of the SRP estimates and the RG dataset was needed in order to reduce the effect of 

the uncertainties related to the presence of bias and missed events. Figure 45 illustrates the NSEs 

corresponding to the top calibrated simulations driven by RG-SRPs combined datasets. The latter 

consists of a simple merger of the two data sources, where the SRPs estimates were used to 

complement the original RG dataset. The rainfall events captured as false alarms, with no additional 

alteration, were directly inserted into the RG data series. This combination approach was 

considered in an attempt to take advantage of possible correct false alarms (the false alarms that 

correspond to actual rainfall events). If present, the latter, can reduce the uncertainties induced by 

the peak flows that were not captured by the RGs and, thus enhances the overall performance of 

the model. Figure 45 displays the NSEs of the admissible streamflow simulations obtained after 

calibration. Figure 45.a and Figure 45.b correspond to the results obtained in Ait Ouchcene and 

Tilouguite, respectively. According to the figure, it is obvious that the direct merge of the false 

alarms does not necessarily imply an improvement of the model performance. Indeed, the 

maximum NSE values obtained by most RG-SRPs significantly increased compared to the SRP-

only datasets. Still, the increase was not important enough to allow the exceedance of the RG-only 

results. On the other hand, the data combination has led to a regression of the overall performance 

of certain RG-SRPs. This can be clearly seen in 2004/2005 (for ARC, CHIRPSp5, CHIRPSp25, 
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and CMORPH) and 2007/2008 (for ARC) in Ait Ouchene, but mostly observed in 2001/2002 (all 

RG-SRPs) in Tilouguite. Additionally, the 99th NSE values have decreased for almost all data 

combinations over both sub-watersheds. 

 

 
Figure 45. Boxplots representing the admissible simulation obtained over Ait Ouchene (a) and Tilouguite (b) 

sub-watersheds using the RG-SRP combined time series. The dark blue box (the extreme right) refers to the 

RG data while the remaining boxes refer to the combination between the RG and the SRP datasets. 

The regression in performance of the RG-SRP compared to the RG-only datasets can be 

related to the occurrence of falsely detected events that were quite large relative to the 

corresponding streamflow records (hereafter insignificant false alarms). These can lead the model 

to simulate false peak flows and thus overestimate the gauged streamflow. The impact of the IFA 

(Insignificant False Alarms) can be deduced by comparing the results from Figure 45 and         

Figure 46. The latter (Figure 46) illustrates the daily totals of rainfall events captured by the SRPs 

as false alarms classified according to their homologous daily streamflow, in Ait Ouchene      

(Figure 46.a) and Tilouguite (Figure 46.b). Each circle refers to a rainfall event that was falsely 

detected on a certain day, where their sizes are proportional to the peak flow recorded on the same 

day. Considering the figures, it can be seen that the decrease of NSEs can be largely attributed to 

the presence of IFA. The latter was observed for the majority of the SRPs, but most frequently for 
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CHIRPS datasets. Their abundance in RG-CHIRPS combination has contributed to either 

significant drop-offs in NSEs, such as the case in 2004/2005 (Ait Ouchene) and 2001/2002 

(Tilouguite), or a relatively slight increase in NSEs compared to that observed for the other data 

combinations, as in 2005/2006 and 2006/2007 in both sub-watersheds. When they were fewer, in 

2009/2010 for instance, the combined data performance was less affected. These remarks hold true 

for the other products as well. Furthermore, the presence of the IFA can be of different degrees of 

impact depending on the time they have occurred. During summer when the model’s upper 

reservoir is subject to excessive evapotranspiration, the incoming water contributes more to the  

 

Figure 46. The daily rainfalls that were detected by the SRPs as false alarms in Ait Ouchene (a) and 

Tilouguite (b). The false alarms are classified based on the daily streamflow magnitudes. The size of the circles 

is proportional to the daily streamflow. 
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filling of the reservoir rather than to the rapid surface flow generation. Thus, the false alarms would 

be of less impact compared to the case when they have occurred during winter. Poméon, Jackisch, 

and Diekkrüger (2017), who evaluated several SRPs in West Africa, stated that the HBV model 

parameters governing the infiltration and evaporation can dampen the effects of over or 

underestimated rainfall. This may explain the improvement in the performance of certain data 

combinations despite the presence of large IFAs. This can be also the result of a trade-off between 

the IFAs and the significant ones (SFA). In Figure 46 we can note that the SRPs can capture some 

false alarms that correspond to relatively large peak flows. These can be of important interest in 

hydrologic modeling if correctly used to complement the RG datasets. The correct selection of the 

SFAs would require the implementation of a reliable classification scheme of the false alarms based 

on their significance to the streamflow generation. Hence, in future works, more focus should be 

given to the analysis of the false alarms to determine some key characteristics of the SFAs. This 

would allow us to efficiently select and merge the SRPs with the RG datasets through an 

assimilation scheme. 
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Chapter 6.  The Spatial Rainfall Products’ Capability 

to Reproduce the Monthly Rainfall Patterns 

over The OERB: Evaluation and Bias 

Correction 

6.1. Introduction 

In this chapter, we aim at evaluating the capability of the eight SRP datasets (ARC, 

CHIRPSp25, CHIRPSp5, CMORPH-CRT v1, GPM IMERG v6, PERSIANN-CDR, RFE, and 

TRMM 3B42 v7) to reproduce the rainfall patterns, observed over the OERB, at a monthly time 

scale. The SRPs were evaluated against the RG observations through a direct comparison 

considering both the GC and the WAvg time series. The evaluation was held using nine hydrologic 

years (from 2001 to 2010) of monthly rainfall measurements obtained from twenty-six RGs in 

addition to WAvg time series of four mountainous sub-watersheds (Upstream OER, Ait Ouchene, 

Tilouguite, and Tassaout-Lakhdar).  

In the second part of this chapter, four bias correction techniques were adopted and applied 

to the SRPs in an attempt to reduce the bias contained in these datasets. In the bias-correction 

procedure, we focused only on the WAvg time series. We used the Ait Ouchcene and Tilouguite 

as the reference sub-watersheds to build the parameters required for each of the bias-correction 

techniques. The latter was then tested and spatially validated by verifying their capability to provide 

reliable bias removal in three out of the four sub-watersheds (Upstream OER, Ait Ouchene, 

Tilouguite, and Tassaout-Lakhdar) of the OERB. For instance, the parameters estimated for Ait 

Ouchene were used and validated on the Upstream OER, Tilouguite, and Tassaout-Lakhdar, and 

vice versa. 
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6.2. Methods 

6.2.1. Evaluation Metrics 

At the monthly time scale, the SRP datasets were evaluated against the RG data following 

the same approach used earlier (Chapter 5). Except for the categorical statistical metrics, the PCC 

(Equation 17) was used to assess the linear relationship between the SPRs and the RG data, and 

the RMSE (Equation 14), R-Bias (Equation 18), and Bias (Equation 19) were used to investigate 

the offset that the SRPs present relative to the RGs. 

6.2.2. Bias Correction Techniques 

As demonstrated earlier, for the daily timescale, the SRPs can be significantly biased with 

regard to the in-situ rainfall measurements. These biases, stemmed from different sources, prevent 

the absolute matching between the two data sources. Several adjustment techniques have been 

developed to count for the bias between the observed and SRP data. They were originally designed 

and extensively used for empirical transformation and bias correction of the rainfall estimated 

under the regional climate models and future projection scenarios (Lafon et al., 2013; Lenderink et 

al., 2007; Luo et al., 2018; Mendez et al., 2020; Teutschbein and Seibert, 2012). Recently, the 

application fields of these bias correction techniques have been widened to cover the adjustment 

of other hydroclimatic gridded datasets to match the in-situ observations. They were applied for 

datasets like the SRPs (Almazroui, 2011; Gumindoga et al., 2019; Ji et al., 2020; Liu et al., 2016; 

Xiang Soo et al., 2020; Yeggina et al., 2020; Yeh et al., 2020; Zad et al., 2018) and the soil moisture 

(Brocca et al., 2011; Reichle and Koster, 2004). These techniques range from simple linear scaling 

to more sophisticated and distribution-based approaches (Luo et al., 2018; Mendez et al., 2020; 

Teutschbein and Seibert, 2012). 

Our aim is to bias correct the considered SRPs data to match the RG measurements using 

four different techniques: LS (Linear Scaling), QM (Quantile Mapping), a combination of LS and 

QM, and the SLR (Simple Linear Regression). 

6.2.2.1. Linear Scaling 

The LS is one of the simplest techniques. It has low data requirements and no assumption 

about the distribution is needed. It corrects the rainfall estimates using a constant scaling factor. 

The latter is calculated as the ratio of long-term mean monthly observed rainfall to the mean 
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monthly estimated rainfall (Teutschbein and Seibert, 2012). The scale factor, calculated for each 

month's time series, is applied to daily or monthly biased estimates of the same month. The 

technique is particularly powerful in correcting the mean monthly values but not in the wet-day 

frequency and intensity (Teutschbein and Seibert, 2012). The corrected rainfall time series are 

generated by multiplying the SRP monthly values by their respective scaling factor (Equation 20). 

𝑅𝐿𝑆 = 𝑅𝑆𝑅𝑃 × [
𝜇𝑚(𝑅𝑅𝐺)

𝜇𝑚(𝑅𝑆𝑅𝑃)
] 

Equation 20 

Where: 

𝑅𝐿𝑆: rainfall corrected using the LS technique; 

𝑅𝑆𝑅𝑃: raw SRPs data; 

𝑅𝑅𝐺: observed rainfall; 

𝜇𝑚: long-term mean monthly values. 

6.2.2.2. Quantile Mapping 

The principle behind the QM, an enhanced non-linear technique for bias removal, resides in 

adjusting the distribution function of the SRP estimates to match that of the RGs. It assumes that 

both SRPs and RG datasets have similar cumulative frequencies and the distribution characteristics 

of the data are stationary (Ji et al., 2020). Thus, the QM is also known as the CDF (cumulative 

distribution function) matching approach, as the CDF of one data source is rescaled to agree with 

the other one’s CDF. This is done by building a transfer function (a non-linear polynomial) to shift 

the SRPs’ CDF based on the statistical moments (mean, variance, skewness, and kurtosis) of the 

observed data (Mendez et al., 2020; Teutschbein and Seibert, 2012). Contrary to the LS technique, 

which focuses on the mean values, the QM (hereafter CDF) adjusts all the moments of the estimated 

data. 

𝑅𝐶𝐷𝐹 = 𝐶𝐷𝐹𝑅𝐺
−1(𝐶𝐷𝐹𝑆𝑅𝑃(𝑅𝑆𝑅𝑃)) Equation 21 

Where: 

𝑅𝐶𝐷𝐹: rainfall corrected using the QM technique; 

𝐶𝐷𝐹𝑅𝐺
−1: the inverse of the CDF built based on RG data; 

𝐶𝐷𝐹𝑆𝑅𝑃: CDF built based on the raw SRPs data; 

The combination between the LS and CDF, referred to as LSCDF, was done by applying the 

CDF technique on the 𝑅𝐿𝑆 instead of the 𝑅𝑆𝑅𝑃. 
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6.2.2.3. Linear Regression Model 

The simple linear regression is a statistical approach used to model the relationship between 

two variables (a dependent (y) and an independent (x) one). The latter is built based on a linear 

function of two parameters (β0 and β1) estimated from the variable data series. Above all, the 

technique requires that the relationship between the two considered variables must be linear. Thus, 

the adjustment exercise mainly relies upon a preliminary correlation analysis. Only time series 

showing high and significant correlation coefficients could lead to useful and reliable linear 

models, and hence adequate to be used. The linear function can be written in a simple format as: 

y=β0+β1x+ε. 
Equation 22 

Through Equation 22, the “y” variable can be predicted from “x” using a linear relationship 

described by the parameters β1 (slope) and β0 (intercept). For bias correction, the linear regression 

is used to adjust the SRPs to the RG data by fitting the predictive model based on the least-squares 

approach. In our case, we were trying to build a linear model that, based on the SRP dataset, can 

provide rainfall estimates that are the closest possible to the RG measurements. Thus, the 

parameters β1 and β0 are estimated considering the 𝑅𝑅𝐺  as the dependent (response) variable and 

the 𝑅𝑆𝑅𝑃 as the independent (predictor) variable. 

𝑅𝑅𝐺 =  β0 + β1 × 𝑅𝑆𝑅𝑃 + ε Equation 23 

After being built and tested, the linear model can be henceforth used to provide corrected 

SRPs data regardless of the availability of the in-situ measurements. The corrected rainfall 

estimates can be determined through the linear combination of the raw SRPs estimates and the 

regressions model’s parameters: 

𝑅𝑆𝐿𝑅 =  β0 + β1 × 𝑅𝑆𝑅𝑃 + ε Equation 24 

Where:  

𝑅𝑆𝑅𝑃: rainfall from the raw SRPs data; 

𝑅𝑆𝐿𝑅: rainfall corrected using the SLR technique; 

𝛽0: the intercept; 

𝛽1: the slope of the regression line; 

𝜀: a random error term representing the deviation from the underlying regression line. 
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6.3. Results and Discussion 

6.3.1. Grid Cell based Evaluation 

In the following, we present the results of the SRP estimates’ monthly evaluation against the 

RG observations. Figure 47 and Figure 48 display the statistical metrics (PCC, RMSE, and               

R-BIAS) computed using the monthly rainfall totals obtained from both data sources. In terms of 

PCC, the performance of the SRPs remarkably enhanced compared to the daily estimates. This 

improvement tendency, observed as we aggregate the data from the daily to the monthly time scale, 

was also highlighted in previous studies from different topographic and climatic contexts 

(Almazroui, 2011; Anjum et al., 2019; Babaousmail et al., 2019; Xue et al., 2013). Mantas et al. 

(2014) reported that the SRP estimates can be especially reliable when aggregated to time scales 

of 16-day to monthly. The enhancement in performance, when the monthly estimates are 

considered, can be the result of different factors. For instance, it can be related to the fact that the 

aggregation to coarser time scales dampens the mismatch introduced by the difference in reporting 

times (Mantas et al., 2014; Satgé et al., 2020). Also, It can be due to the use of monthly RG records 

during the calibration of the raw IR and PMW estimates (Anjum et al., 2019; Gao and Liu, 2013; 

Mantas et al., 2014). CMORPH showed the worst performance, with a maximum PCC of around 

0.71 and a median below 0.5. ARC performed relatively better than CMORPH with 25% of the 

PCCs between 0.68 and 0.92, but it was outperformed by RFE that showed PCC values between 

0.68 and 0.92 at 50% of the RGs. The prevalence of RFE over ARC can be attributed to the fact 

that the product uses PMW rainfall estimates in addition to the data that it has in common with 

ARC, namely the IR and RG datasets. Generally, the SRPs that incorporate the IR and PWM 

datasets are often better than those relying on the IR only (Poméon et al., 2017; Tang et al., 2020). 

The agreement of the rainfall estimates with the RG data was more consistent for the other products, 

as most of the correlation coefficients were between 0.7 and 0.93. The PCCs were the highest over 

the lowlands and tended to decrease with elevation to reach the lowest values in the mountainous 

region. Spatially, CHIRPSp5 and CHIRPSp25 showed the same pattern throughout the study area, 

and only small differences were found at fewer RGs. The same behavior was observed for 

PERSIANN, TRMM, and IMERG, between which the highest PCCs mostly alternate. 

Nevertheless, IMERG outperformed the other SRPs at most of the gauging stations. While the PCC 

values were the highest at only 2 and 6 RGs for PERSIANN and TRMM, respectively, they were  
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Figure 47. Heatmaps of the statistical metrics (R2, RMSE, R-BIAS) computed at the monthly time scale using 

the GC time series. 

 
Figure 48. Boxplots summarizing the statistical metrics (R2, RMSE, R-BIAS) computed at the monthly time 

scale using the GC time series. 
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the best at 18 gauges for IMERG. The supremacy of IMERG over the other products, particularly 

TRMM, can be related to the advancements introduced in its rainfall retrieval algorithm (Anjum et 

al., 2019; Beck et al., 2019; Ma et al., 2020; Tang et al., 2020). These advancements can be 

summarized in the incorporation of recent PMW data sources (Beck et al., 2019; Tang et al., 2020), 

the use of new algorithms (such as the propagation approach from CMORPH motion vectors and 

the cloud classification system from PERSIANN-CCS) (George J. Huffman et al., 2019), and the 

adoption of a finer time reporting interval (30 min) that increases the chance of capturing short-

duration events (Anjum et al., 2019). Moreover, no general conclusion can be drawn regarding the 

performance of the SRPs based on the RMSE. Except for ARC and CMORPH, which exhibited 

the largest RMSEs, no product seemed to show distinct and steady precedence compared to the 

others. However, all SRPs showed large RMSE values in most of the mountainous regions than in 

the lowlands. No SRP has fulfilled the requirement of a low RMSE, as recommended by Singh et 

al., (2004) and Moriasi et al., (2007). Furthermore, most SRPs tended to underestimate rainfall 

throughout the region, except at fewer gauges mostly of low elevations (Figure 47). This is not the 

case for CHIRPSp25 and CHIRPSp5 where the bias values were relatively evenly distributed 

around the baseline (R-BIAS = 1). Both SRP datasets showed the closest biases to the optimum 

with around 75% of the gauges were within a +/- 0.2 offset, and median values of 1.06 

(CHIRPSp25) and 1.04 (CHIRPSp5) against medians between 0.7 and 0.8 for the other SRPs 

(Figure 48). 

In terms of Bias, the monthly estimates were prevalently deviated compared to the observed 

monthly data (Figure 49.a). The actual bias values varied depending on products and rainfall totals. 

They showed similar patterns to the daily estimates. The SRPs tended to overestimate low rainfall 

totals and underestimate the larger ones. The same behavior was reported by Mantas et al. (2014) 

and Anjum et al. (2019) over the Peruvian Andes and the Tianshan Mountains, respectively. From 

one product to another, 70% to 86% out of the total number of monthly rainfall totals belonging to 

the 0 – 5 mm.m-1 range were overestimated (Figure 49.b). As the rainfall ranges increased, these 

percentages steadily decreased against an increase in the percentage of the underestimated totals. 

The latter became predominant starting from the 10 – 20 mm.m-1 range to reach more than 90% 

for the rainfall ranges above 100 mm.m-1. For CHIRPSp5 and CHIRPSp25, the percentage of the 

overestimated rainfalls overpassed that of the underestimated rainfalls in much more ranges. For 

instance, around 58 % of the rainfall totals between 40 mm.m-1 and 60 mm.m-1 were found to be  
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Figure 49. (a): boxplots summarizing the bias values calculated at the monthly time scale considering data 

from all the studied RGs. (b): the percentage of monthly rainfall totals that were overestimated (solid line) 

and underestimated (dashed lines) per rainfall class. (c): the percentage of monthly totals classified according 

to the bias values and rainfall classes. 

overestimated by CHIRPS datasets against a maximum of 37% for the rest of the datasets. 

Moreover, most of the SRPs tended to significantly underestimate larger rainfall totals             

(Figure 49.c). The majority of the monthly SRP estimates exhibited negative biases up to                  

60 mm.m-1, and often exceeded 150 mm.m-1, for observed rainfalls greater than 100 mm.m-1. The 

small biases for such ranges were rarely found. For instance, the maximum occurrence percentage  
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of the -/+10 mm.m-1 bias values seldom surpassed 5%. This general tendency of remarkably 

misestimating the rainfall totals of high magnitudes, mostly gauged at the high elevated RGs, can 

partly explain the large RMSEs at the RGs located in the mountainous region (see Figure 47). 

According to previous studies the rough topography can undermine the rainfall estimates over such 

regions (Huffman and Bolvin, 2015; Mantas et al., 2014). Therefore, the SRPs provide better 

agreement in low elevated regions and tended to be more biased over the high lands (Anjum et al., 

2019; Mantas et al., 2014; Wang et al., 2020). 

6.3.2. Watershed Average based Evaluation 

The statistical metrics (PCC, RMSE, and Bias) computed using the RG and SRP WAvg 

monthly rainfall time series are illustrated in Figure 50 and Figure 51. The comparison between 

the WAvg-based and the GC-based statistics revealed that when retrieved and averaged over 

watersheds, the SRP estimates can show a relatively better and consistent agreement with the RG 

dataset. This enhancement can be noticed in terms of correlation and bias (Figure 50 and Figure 

51). The PCCs computed based on the WAvg data were generally larger than those computed based 

on the GC time series, except for ARC, IMERG, and PERSIANN in Ait Ouchene. The degree of 

increase in PCC varied depending on products and watersheds. The smallest increases were often 

associated with Ait Ouchene while the largest ones were mainly found in Tilouguite, particularly 

for CHIRPSp25 and RFE. The latter has known the most noticeable and widespread correlation 

improvement. For the same product, a PCC rise of between 0.13 and 0.18 was observed in three 

(Upstream OER, Tilouguite, and Tassaout-Lakhdar) out of the four considered sub-watersheds. 

Besides, comparing Figure 50.a with Figure 50.b and Figure 51 with Figure 49.a the WAvg time 

series seemed to exhibit relatively smaller Biases than the GCs ones. Thus, except for ARC and 

PERSIANN in Tilouguite, all of the SRPs showed a decrease in RMSE in all sub-watersheds. But 

no particular product appeared to provide a distinguishable improvement over the others. Although 

the observed drops in Bias, the SRPs remained significantly deviated from the RG measurements. 

The majority of the bias values that remained among the WAvg time series correspond to  



The SRP Datasets’ Capability to Reproduce the Monthly Rainfall Patterns over the OERB: 

Evaluation and Bias Correction 

113 

 

 
Figure 50. Statistical metrics computed at the monthly time scale using the WAvg time series. (a): the PCC 

and RMSE values, calculated as the average of the statistical metrics computed based on the RGs and the GCs 

situated within each of the sub-watersheds. (b): the PCC and RMSE values computed based on the RG and 

SRP WAvg time series. 

 
Figure 51. Boxplots summarizing the watershed-based bias values calculated at the monthly time scale. 

underestimated rainfall totals. A non-negligible amount of these values frequently exceeded            

60 mm.m-1 (Figure 43). As can be seen in Table 14, the underestimations mainly occurred during 

the period between October and April (except for CHIRPS datasets), which encompasses the 

wettest months that largely contribute to the annual rainfall totals in the OERB. During the same 

period, the SRPs happened to exhibit the largest RMSE values (Table 15). This confirms the 

struggle of the SPRs in estimating the important rainfall totals that occur during the months of the 

aforementioned period. The persistence of the bias in the SRP datasets highlights the inefficiency 

of the calibration process implemented in their respective algorithms. This can be due to the 
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scarcity of the RGs available within the framework of the international data collection programs, 

such as the case of the GPCP. The calibration RGs scarcity constrains the calibration process in 

numerous regions of the African continent (Poméon et al., 2017). Thus, a bias adjustment operation 

would be required before any use of these products in water-related applications. 

Table 14. R-Bias metric computed using rainfall time series of each month. The values reported in the table 

refer to the average R-Bias of the four mountainous sub-watersheds (Upstream OER, Ait Ouchene, 

Tilouguite, and Tassaout-Lakhdar). 

 Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug 

ARC2 1.52 0.82 0.36 0.48 0.51 0.52 0.57 0.65 0.86 1.83 3.06 1.42 

CHIRPSp25 1.08 1.28 0.81 1.07 1.27 1.33 1.47 1.25 1.08 0.93 0.69 0.67 

CHIRPSp5 1.09 1.28 0.81 1.09 1.29 1.36 1.49 1.26 1.10 0.93 0.71 0.68 

CMORPH 1.08 0.79 0.53 0.63 0.95 0.66 0.83 0.93 0.62 1.22 2.78 1.44 

IMERG 1.45 1.15 0.64 0.84 0.62 0.67 0.68 0.97 0.92 1.41 3.59 1.44 

PERSIANN 1.48 1.03 0.50 0.69 0.56 0.72 0.81 0.97 0.80 1.10 1.01 1.03 

RFE 1.69 0.90 0.68 0.70 0.80 0.67 0.75 0.79 0.86 2.17 3.66 2.15 

TRMM 1.38 1.12 0.79 0.82 0.78 0.74 0.81 0.95 0.93 1.13 2.05 1.08 

Table 15. RMSE (mm) metric computed using rainfall time series of each month. The values reported in the 

table refer to the average RMSE of the four mountainous sub-watersheds (Upstream OER, Ait Ouchene, 

Tilouguite, and Tassaout-Lakhdar). 

 Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug 

ARC2 15.77 27.58 61.28 50.94 49.04 47.49 31.75 31.52 20.82 14.52 13.93 12.17 

CHIRPSp25 10.93 24.61 39.68 29.97 32.16 46.23 31.59 25.03 16.29 6.95 7.23 10.77 

CHIRPSp5 10.98 24.71 39.46 30.54 33.30 47.82 32.90 25.20 16.33 6.91 7.24 10.78 

CMORPH 10.69 21.58 61.84 53.27 64.07 54.44 35.25 29.02 24.90 8.31 10.94 11.07 

IMERG 10.56 13.77 37.91 29.03 37.32 34.16 28.37 15.33 14.01 8.21 13.97 11.06 

PERSIANN 12.11 18.55 50.74 37.48 42.12 34.03 17.51 18.51 15.39 7.30 6.86 8.19 

RFE 21.02 18.12 43.64 45.13 31.13 36.60 25.03 25.48 16.24 21.56 14.14 16.23 

TRMM 9.82 13.78 29.36 31.59 34.32 35.80 24.71 11.81 12.46 5.63 7.42 8.82 

6.3.3. Bias Correction of the Spatial Rainfall Products 

6.3.3.1. Application of the Bias Correction Techniques 

Four bias-correction techniques were adopted to account for the bias in the raw SRP datasets. 

The correction procedures concerned the WAvg time series only, considering their superior 

performance at the monthly time scale in terms of correlation and bias. Figure 52 illustrates the 

statistical metrics (PCC, RMSE, and R-BIAS) computed using the raw data, as provided by the 

original products’ estimates, and the four bias-corrected time series. The latter were obtained by 
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adjusting the RSRP monthly estimates to the observed RRG based on the LS (RLS), SLR (RSLR), CDF 

(RCDF), and LSCDF (RLSCDF) techniques. All of these techniques were applied to the SRPs each 

month separately. Thus, the full data series were decomposed into twelve time series, one for each 

month, and then reassembled after the correction was done. This procedure mainly allowed us to 

deal with the seasonality that characterizes the rainfall patterns over the study area. Thus, twelve 

scaling factors, linear models, and polynomial models were built for each of the SRP data series. 

It should be noted that only six out of the eight SRP datasets were considered in this analysis; 

CHIRPSp25 and TRMM datasets were excluded. The CHIRPSp25 performance metrics were 

generally similar to those of CHIRPSp5 and TRMM showed relatively inferior performance 

compared to its successor IMERG. The TRMM data, in addition, is no longer available for recent 

dates as the mission’s lifetime was ended back in 2015. For that, the bias correction of both datasets 

would be of no viable usefulness. The results suggest that the bias correction significantly enhanced 

the SRP estimates. This can be noticed for all statistical metrics considered here (Figure 52). As 

demonstrated by the R-BIAS, the overall bias values were completely neutralized. After being 

corrected, the R-BIAS of all six SRPs matches the perfect value of 1. This does not necessarily 

mean a complete removal of the bias between the SRP estimates and the RG dataset. It does mean, 

instead, that the over/underestimation tendencies of the products were set to an equilibrium, and 

no predominance can be reported. However, the application of the bias correction techniques has 

led to a non-negligible reduction in the average bias values. As can be seen in Figure 52, the RMSEs 

have decreased by about 10 mm on average, depending on products and correction techniques. The 

highest bias decrease was observed for CHIRPS in Ait Ouchene and PERSIANN in Tilouguite. 

Still, the lowest RMSEs obtained after bias correction were computed by IMERG and PERSIANN 

in the two studied sub-watersheds. For both products, the RMSE moved from more than 20 mm to 

around 10 mm in Ait Ouchene and from around 30 mm to less than 20 mm in Tilouguite. We noted 

that the performance of the four bias correction techniques was very close, particularly the LSCDF 

seemed to show no improvement compared to the CDF alone. Furthermore, the bias attenuation 

has contributed to a significant improvement in the linear relationship between the SRP and RG 

datasets. The computed PCCs remarkably increased for all SRPs. The bias-corrected time series 

produced by all techniques yielded better correlations than the raw estimates, with some differences 

depending on products and techniques. The highest increase in PCC values was obtained for ARC 

and CMORPH by about 0.23 points on average. However, their performance in terms of linear 
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correlation remained the weakest. For both SRPs, all corrected time series showed PCCs lower 

than those obtained by the other products' raw data, except for ARC’s RSLR that barely surpassed 

the raw estimates in Ait Ouchene and Tilouguite. For the remaining products, the PCCs were fairly 

close with the precedence of CDF and SLR, respectively, over the LS. This was of less importance 

for IMERG and PERSIANN, which were found to be the best performing products after bias 

correction. They showed a PCC rise ranging from about 0.1 to 0.14, which means an increase of 

the correlation coefficients from 0.85 to 0.95 (IMERG) and from 0.82 to 0.93 (PERSIANN) in Ait 

Ouchene. In Tilouguite, the PCCs increased from 0.77 to 0.91 (IMERG) and from 0.79 to 0.92 

(PERSIANN). Thus, out of the six products, IMERG and PERSIANN were selected to be retained 

for further investigation. 

 
Figure 52. Monthly statistical metrics (PCC, RMSE, R-BIAS) computed using RG data against raw SRP 

estimates and SRPs corrected based on the four considered bias correction techniques. The illustrated metrics 

cover six SRPs (ARC, CHIRPS, IMERG, PERSIANN, and RFE) in Ait Ouchene and Tilouguite  sub-

watersheds. 

Figure 53 and Figure 54 illustrate the scatter plots of RG versus SRP data in Ait Ouchene 

and Tilouguite, respectively. In one same plot, the red points represent the RG versus raw SRP 
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estimates and the blue points represent the RG versus the SRP estimates corrected using one of the 

four bias-correction techniques (annotated within the subplots). As can be seen in Figure 53 and 

Figure 54, in both sub-watersheds, the large monthly rainfall totals were mostly underestimated 

while the small totals tended to be overestimated. According to both figures, IMERG and 

PERSIANN underestimated the majority of the monthly totals above 40 mm.m-1 while they 

overestimated those that were less. Particularly, the rainfall totals below 20 mm.m-1 were the most 

frequently significantly overestimated. This observation was more prominent in IMERG than in 

PERSIANN. As reported earlier, all the bias correction techniques have contributed to improving 

the agreement between the RG and SRP datasets. With variable degrees, they were all found to act 

on both small and large rainfall totals. Out of the four techniques, CDF provided the best fit to the 

observed data compared to LS and SLR. The SRP estimates became better aligned around the y=x 

line for both rainfall classes (small and large). In particular, the CDF well adjusted the majority of 

the monthly rainfall totals greater than 60 mm.m-1. For instance, using the CDF, estimated totals 

of 30 – 60 mm.m-1 and 60 – 90 mm.m-1 were raised to 60 – 90 mm.m-1 and more than                         

100 mm.m-1, respectively. This can be observed in the two studied sub-watersheds for PERSIANN, 

and with less extent for IMERG in Tilouguite. Overall, the raw SRP estimates were significantly 

redressed such that the cumulative distribution function of the SRP dataset became near-perfectly 

superimposed on that of the RG dataset (Figure 55). 

 
Figure 53. Scatterplots of RG data (in mm) versus SRPs estimates (in mm) corrected (blue points) based on 

the four bias correction techniques (LS, SLR, CDF, and LSCDF) in the Ait Ouchene sub-watershed. The red 

scattered points represent the RG data versus the raw SRPs estimates. 
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Figure 54. Scatterplots of RG data (in mm) versus SRPs estimates (in mm) corrected (blue points) based on 

the four bias correction techniques (LS, SLR, CDF, and LSCDF) in the Tilouguite sub-watershed. The red 

scattered points represent the RG data versus the raw SRPs estimates. 

 
Figure 55. CDF curves build using RG (green), raw SRPs (red), and corrected SRPs (blue) in Ait Ouchene and 

Tilouguite sub-watersheds. 

It must be outlined that, contrary to LS, the bias correction employing the SLR and CDF 

techniques resulted in time series that contain negative values (Figure 56). For SLR, these values 
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occurred in cases where the raw SRP estimates were substantially staggered relative to the long-

term monthly average. In particular, the very low rainfall totals recorded during the months where 

the SRP frequently overestimated the RG dataset (Table 14) were the ones that became negative 

after correction. Generally, in such months, the raw SRP estimates are supposed to be greater than 

those collected by the RGs. Thus, the linear models were built such that they subtract a certain 

quantity from the raw estimates in order to produce corrected rainfalls that match the RGs. Any 

time the models meet raw estimates that are too small than the quantity to be subtracted the negative 

values occur. This situation was mainly associated with the early-autumn, late spring, and summer 

months. For the CDF, on the other hand, the negative values appeared every month of the 

hydrologic year where the raw SRP rainfalls were relatively low and corresponded to very small 

observed rainfall totals. For the two bias-correction techniques, around 5% of IMERG and 

PERSIANN data series were affected by this issue. Also, the latter, concerned only SRP rainfall 

totals that were below 10 mm.m-1. Therefore, and given the fact that SRP data seldom misestimates 

the small totals (as demonstrated earlier), the negative values can be overcome by simply replacing 

them with their homologous from the raw data. 

 
Figure 56. Monthly time series of RG, raw PERSIANN, and corrected PERSIANN using the SL, SLR and 

CDF techniques. The circle and square markers refer to the negative monthly values that occurred after the 

bias correction using SLR and CDF, respectively. 
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6.3.3.2. Spatial Validation and Transferability of the Bias Correction 

Techniques 

In this section, the spatial validity of the three bias correction techniques (LS, SLR, and CDF) 

was tested. Our main aim here was to determine which of the techniques was able to maintain good 

performance when its estimation parameters (LS scaling factors, the parameters of the SLR, and 

the parameters of CDF models) were applied out of the reference sub-watersheds (Ait Ouchcene 

and Tilouguite). To this end, the estimation parameters built for IMERG and PERSIANN in Ait 

Ouchcene and Tilouguite were alternatively used to bias adjust the SRP raw datasets in three sub-

watersheds among the four considered in this work (Upstream OER, Ait Ouchene, Tilouguite, and 

Tassaout-Lakhdar). The transferability of each of the techniques was evaluated based on the 

statistical metrics (PCC, RMSE, and R-BIAS) obtained for the validation sub-watersheds. The 

techniques that showed the best statistical metrics in the maximum number of sub-watersheds were 

considered as spatially transferable, and thus reliable for SRP bias correction in the OERB. The 

summary of the validation results is displayed in Figure 57, where the dot, circle, and pentagram 

markers represent the statistical metrics computed based on the raw SRP data, the SRP data 

corrected using the Tilouguite’s estimation parameters, and the SRP data corrected using the Ait 

Ouchene’s estimation parameters, respectively. The results suggest that the performance of the 

CDF correction technique was spatially inconsistent compared to that of LS and SLR. This was 

observed for PCC and RMSE evaluation metrics. As we can note from Figure 57, the correlation 

between the RGs and the corrected SRPs decreased by about 0.54 (0.74) points when the 

Tilouguite’s (Ait Ouchene) parameters were applied to bias-adjust the IMERG estimates in the 

Upstream OER. Similar regression, yet of less magnitude, was observed for PERSIANN in addition 

to 0.13 and 0.36 points decrease that, respectively, concerned Ait Ouchene and Tassaout-Lakhdar 

when the Tilouguite’s parameters were adopted as the reference. Moreover, the correlation 

deterioration was matched by an increase in the bias between the CDF-based corrected data and 

the RGs, which was manifested as remarkably large RMSE values (Greater than 50 mm.m-1). On 

the other hand, the transferability of the LS and SLR was relatively better than that of the CDF. 

They showed no abrupt drop-offs in the overall performance for both IMERG and PERSIANN. In 

contrast, while no noticeable change in PCC was reported in Upstream OER and Tassaout-Lakhdar, 

the LS and SLR adjustments contributed to a non-negligible decrease in the RMSEs. This remark 

holds true in all cases, except when the Tilouguite’s parameters were applied in Tassaout-Lakhdar, 
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as the RMSE slightly increased. In the same sub-watershed, the Ait Ouchene’s parameters 

outperformed those of Tilouguite and yielded RMSE that was 2 mm.m-1 smaller than that computed 

by the raw SRP data. A reverse situation was observed for the Upstream OER sub-watershed. In 

terms of RMSE, the Tilouguite’s parameters were found to perform the best considering both 

IMERG and PERSIANN. For PERSIANN, using the Tilouguite’s (Ait Ouchene) parameters, the 

LS technique allowed RMSE to decrease from 36 mm.m-1 to around 20 mm.m-1 (27 mm.m-1), while 

the SLR-induced decrease was to around 22 mm.m-1 (28 mm.m-1). The gap in performance between 

the two reference parameters (Ait Ouchcene and Tilouguite) was of less importance for IMERG. 

Both of them yielded RMSE of less than 20 mm.m-1, using LS, and nearly 21 mm.m-1, using SLR. 

 

Figure 57. Monthly statistical metrics (PCC, RMSE, R-BIAS) computed for IMERG (a) and PERSIANN (b) 

to test the transferability of the bias correction techniques (LS, SLR, CDF) to other sub-watersheds. AIO and 

TIL refers to Ait Ouchene and Tilouguite sub-watersheds, respectively. 
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General Conclusions 

Accurate rainfall measurements are crucial for spatiotemporal monitoring and quantifying 

water supplies for water management purposes. These measurements are mainly provided by in 

situ point scale RGs. The latter, which are generally representative of only small areas, are 

implemented in networks of more than one RG in order to allow larger scale coverage. Thus, 

gauging network density and distribution can play a limiting role in terms of reliability in water-

related studies. However, topographic and financial factors often lead to sparse and unevenly 

distributed measurement networks, which is the case of many Moroccan watersheds. Freely 

available gridded datasets that provide rainfall estimates, at an interesting spatiotemporal resolution 

with global coverage, can be an alternative source of information to overcome the aforementioned 

limitations. In this context, the main aim of our thesis work was to evaluate the capability of eight 

SRP datasets in reproducing the daily and monthly gauged rainfall over the OERB in Morocco. In 

this work we have addressed the following points: 

First, we have studied the variability of hydroclimatic variables to understand and 

characterize the hydroclimatic context of the OERB. Besides the classic statistical exploration of 

the observed variables, we have employed the SPI and the Mann-Kendall trend test. The first was 

used to analyze the drought and the second to assess the monotonic trends in time series, with an 

emphasis on precipitation (RG Rainfall and MODIS SCA) and terrestrial water storage (GRACE 

anomalies). The analysis results suggest that the OERB, mostly semi-arid, has known strong year-

to-year rainfall variability during the period 1970 – 2010. Deficit years were prevalent since the 

early 1980s. This decade was distinguished with one of the most severe and long-lasting dry periods 

over the study area. It counts up to seven consecutive years of mildly to severe dryness. Since then, 

three dry periods took place with relatively short lengths. In addition, the wet spells were less 

frequent and mainly of small temporal extents, except for the 1970 decade that was characterized 

by abundant wet years but spatially incoherent wet periods. Furthermore, the annual rainfall 
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amounts demonstrated an overall decline since 1970/1971 year. However, only three stations, 

situated in the lowlands, experienced statistically significant decreasing trends. Seasonally, the 

rainfall totals exhibited a mixture of trend directions, even at the same site. While the summer and 

autumn showed a non-significant increasing trend, the winter and spring were dominated by strong 

decreasing tendencies. In particular, widespread significant decreases were observed for the spring 

months, mainly in April. Moreover, the strong temporal variability of rainfall and SCA were found 

to have an impact on terrestrial water availability. The latter exhibited a consistent decreasing 

tendency interspersed by potential storage recharge ensured by important water supplies from 

precipitation. The findings of this analysis, which fill an important gap of hydroclimatic studies in 

the OERB, emphasize that the region encounters a serious issue regarding water availability. The 

observed decrease in rainfall and terrestrial water storage should be considered as alarming signs 

for future difficulties that the area may face. The situation challenges the decision-makers and 

managers to take measures to guide alternative management practices to mitigate the decrease in 

water supplies. 

Second, we have assessed the performance of the ARC, CHIRPSp25, CHIRPSp5, 

CMORPH-CRT v1, GPM IMERG v6, PERSIANN-CDR, RFE, and TRMM 3B42 v7 SRPs 

compared to the in situ measurements of twenty-six RGs at daily and monthly time scales over the 

OERB. The assessment was performed GC-wise through direct comparison against in situ data and 

watershed-wise through two approaches: a direct comparison between the WAvg datasets of four 

mountainous sub-watersheds (Upstream OER, Ait Ouchene, Tilouguite, and Tassaout-Lakhdar) 

and daily hydrologic modeling in two sub-watersheds (Ait Ouchene and Tilouguite). To 

hydrologically evaluate the daily SRP estimates the conceptual lumped version of the HBV 

hydrologic model was chosen. Therefore, the suitability of the model to simulate the daily 

streamflow was tested over Ait Ouchene. A set of nine years, from 2001 to 2009, of hydroclimatic 

measurements and remotely sensed SCA were used. The model performance was firstly tested 

through a cross-validation exercise. Then, the best performing combination of parameters was 

chosen to run sensitivity and interdependency analyses using the “ONE-AT-A-TIME” and “TWO-

AT-A-TIME” approaches, respectively. The investigation of the HBV showed that the model can 

fairly reproduce the daily streamflow at the outlet of Ait Ouchene. The statistical metrics obtained 

during calibration exhibited a significant variability from one year to another. The worst model 
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performance was obtained in relatively dry years with unevenly distributed rainfall events. The 

performance was better in the remaining years with good agreements between simulated and 

observed streamflow. The results of the sensitivity analysis indicated that each of the model 

parameters can influence the simulated streamflow to a certain extent. However, the degree of 

influence varied depending on parameters and years. We found that the parameter ETF had no 

major influence on the model performance in most of the years. The model was found to be more 

sensitive to FC and Beta parameters. Furthermore, we noted that the optimal parameters present 

significant annual variability, which is mainly driven by the changes in hydroclimatic conditions. 

During years with extremely high peak flows, the soil routine parameters assumed values that lead 

to amplify the amount of water drained towards the upper reservoir. Meanwhile, the upper 

reservoir-related parameters (UZL and KPERC) were found to combine to reduce the storage 

capacity of the reservoir to ensure important excess water from smaller amounts of water supplies. 

The same parameters presented a reverse behavior in years with abundant snow cover. In particular, 

the FC showed higher sensitivity to the total water supply, mainly to the portion produced from the 

snowmelt. In summary, the results of our analyses highlight the main challenges associated with 

hydrological modeling studies in our context, especially the high interdependency between model 

parameters and the strong impact of changes in hydroclimatic conditions. However, despite the 

lack of efficient ground datasets, the relatively good streamflow simulations obtained using the 

HBV model at the daily time scale are very promising. 

The SRPs evaluation results indicated that at the daily time scale, the estimated and gauged 

data showed poor agreement, with PCCs often less than 0.5. The poor performance was also 

observed for daily streamflow simulation. The SRPs’ performance, during calibration of the HBV 

model, seemed unsteady and varied depending on years and products. Particularly, CMORPH 

consistently showed the lowest results in both temporal and spatial dimensions. Although their 

overall low capability of streamflow simulation, the SRPs appeared to yield better streamflow 

estimates than the RG data over the Tilouguite sub-watershed. The latter is characterized by a low 

gauging network density with poor distribution. For the aggregated time scale (monthly), the 

products’ estimates and RG data showed a stronger agreement compared to the daily time scale. 

The two data sources were generally well correlated for most of the study area, except for some 

sites located in the mountainous region of the OERB. Overall, at the monthly time scale, IMERG 
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and PERSIANN outperformed all the studied rainfall products. Although IMERG showed a certain 

precedence over PERSIANN, at this stage it remained difficult to choose out of the two products 

considering their spatial and temporal characteristics. while IMERG provides rainfall estimates at 

a spatial resolution of 10 km with short time records, PERSIANN estimates are available at a bit 

coarser spatial resolution (25 km) but in longer data records (the feature that is required in several 

hydroclimatic studies). Additionally, if we consider grouping the SRPs into short-term (products 

with short data record: CMORPH, IMERG, RFE, and TRMM) and long-term (products with long 

data record: ARC, CHIRPSp5, CHIRPSp25, and PERSIANN) products, in terms of PCCs, IMERG 

and PERSIANN would top the ranking of their respective groups. Nevertheless, the monthly 

rainfall estimates exhibited a non-negligible bias relative to the RGs. The important rainfall 

amounts were predominantly underestimated for all SRPs, except CHIRPS. Also, we noticed that 

most SRPs tended to overestimate rainfall in dry conditions (mostly over the lowlands) and 

underestimate it as the conditions became wetter (mostly at height elevations). Although the 

obtained correlations were high, the bias results suggested that the SRPs were unable to accurately 

estimate the monthly gauged rainfall, particularly in the mountainous region of the OERB. 

To remove or reduce the bias in the monthly SRP estimates, multiple bias correction 

techniques were applied and tested over the four mountainous sub-watersheds of the OERB. The 

estimation parameters of each of the correction techniques were built using the WAvg time series 

of Ait Ouchene and Tilouguite sub-watersheds. To account for the seasonality in the rainfall data, 

for each technique, the full time series were decomposed, and thus the bias adjustment was applied 

to each month's (twelve) time series. After that, the estimation parameters were validated on all 

sub-watersheds, except on the one used in the building process. In other words, the parameters of 

Ait Ouchene were validated on the Upstream OER, Tilouguite, and Tassaout-Lakhdar, vice versa. 

All the considered techniques allowed a remarkable improvement in the SRPs performance. The 

bias was significantly reduced, particularly for the large totals of rainfall. After the bias was 

corrected, an enhancement in the agreement between the SRPs and RG was observed as the PCCs 

significantly increased. It should be noted that the ranking of the SRPs remained the same with 

PERSIANN and IMERG performing the best. Besides, the results of the considered correction 

techniques were relatively close. The CDF seemed to relatively surpass the LS and SLR techniques, 

yielding better PCCs and RMSEs. However, the superiority of CDF was only limited to the case 
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where the technique was applied to the same sub-watershed it was tested for (Ait Ouchcene and 

Tilouguite). The LS and SLR techniques, on the other hand, were spatially more consistent than 

the CDF, when validated on the other sub-watersheds. These findings lead to the conclusion that, 

in the OERB, either LS or SLR can be used to reduce the bias contained in the SRP estimates. 

In perspective, some research subjects remained open and can be dealt with in future works. 

They can be generally summarized as follows: 

- The daily evaluation revealed that the poor performance of the SRPs can be the result of 

multiple factors related to both the data sources and algorithms. These factors led the products 

to miss rainfall events, misestimate (overestimate or overestimate) rainfall totals, and detect 

events as false alarms. Further investigations will be taken into consideration to improve the 

reliability of the SRPs’ daily estimates. For instance, in addition to the SFA, the SRP time 

series were found to include many IFA, which negatively impact the overall performance of 

the products. Hence, any future works should focus more on building a classification scheme 

that allows distinguishing the SFAs from the total false alarms. This will help remove or reduce 

the uncertainty provoked by the IFAs and facilitate the implementation of other enhancements. 

- The monthly evaluation results suggest that IMERG and PERSIANN datasets, after being 

corrected for bias, can provide reliable rainfall estimates at the monthly time scale. These 

estimates can satisfy the need for spatiotemporally consistent data in many water-related 

applications. They would be of significant usefulness in overcoming the data shortage in poorly 

gauged regions, which is the case of several Moroccan river basins. Therefore, a wider spatial 

validation would be required to test the stability of the bias-corrected SRPs (IMERG and 

PERSIANN) performance and, thus, the consistency of the bias correction techniques in other 

regions, particularly within the Moroccan territory. In addition to the direct comparison against 

the RG observations, the validation exercises would include the incorporation of the bias-

corrected estimates in monthly-based hydrologic models. 
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