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" When wireless is perfectly applied the whole earth will be converted
into a huge brain, which in fact it is, all things being particles of

a real and rhythmic whole. We shall be able to communicate
with one another instantly, irrespective of distance."

Sir Nikola Tesla
(1856-1943)
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Abstract
Underwater Wireless Sensor Networks (UWSNs) consist of a number of sensor nodes
and intelligent vehicles interconnected to form what is known as Internet of Underwater
Things (IoUT). Research in this area has led to the deployment of several autonomous un-
derwater object applications that are used to explore, monitor or collect data from large,
unexplored areas of water, for example, the effects of climate change on coral reefs. It
would also help detecting seismic activity andmonitor pipelines. Despite the importance
and utility of these applications, submarine sensor nodes are more expensive and less
deployed unlike terrestrial sensor networks. Electromagnetic waves are unusable for this
purpose (except at very low frequencies and at lowflow) and the optical wave only carries
a few tens of meters, even in the blue-green range whose propagation characteristics are
especially favorable. Underwater wireless communications are established by transmis-
sion of acoustic waves which is the only physical medium for the transmission of viable
wireless information in the marine environment. Underwater acoustic communication is
known for its limited bandwidth, long propagation time and signal fading. In addition
to its poor performance in terms of packet loss during transmission. In this aquatic en-
vironment, the traditional transport protocols TCP (Transmission Control Protocol) are
very sensitive to packet loss, which makes their integration into submarine networks too
difficult because the default parameters used in terrestrial communication are not suitable
for this type of environment. However, there is a lack of research studies on the behavior
of these TCP protocols in the underwater environment. Therefore, it is necessary to study
the behavior of these protocols in order to adjust their parameters to achieve more effi-
cient operations in this aquatic environment. The submarine sensor nodes are fitted with
a limited battery which cannot be replaced or recharged. High transmission power and
lengthy of data packet transmission consumes a large amount of energy due to the dif-
ficult type of communication in this environment. The challenge of energy conservation
for underwater sensor networks is to develop efficient routing methods and communica-
tion techniques to reduce the rate of energy consumption. In this thesis, we aim to study
and evaluate the performance of traditional TCP protocols in UWSNs in order to improve
their performance in this environment. We are therefore particularly interested in study-
ing the effect of controlling the maximum window and adjusting the value of round-trip
time (RTT) of TCP NewReno under different scenarios in order to improve the commu-
nication of our underwater network. The results of these studies allowed us to present a
new transport protocol well adapted to this underwater environment called U-NewReno.
To present the results of our work, simulation results show the efficiency of our proposed
protocol in terms of packet delivery gain and packet delivery retransmission rate. On
the other hand, underwater environments are subject to varying conditions which might
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degrade the quality of communications. The submarine sensor nodes must be able to
self-configure and adapt to the harshest conditions of this environment. In this fact, we
propose an adaptive control mechanism to control the mobility of thermocline sensors to
improve the link stability in underwater networks using the theory of Learning Automata
(LA). The reported results show the ability of our algorithm to find the optimal sensor
positions for better network monitoring. In addition, we also propose an optimization
approach to improve the quality of monitoring of UWSNs by resorting to the machine
learning concept of diversity.We devise a multi-agent optimization procedure which is
able to both reduce the redundancy among the sensor readings and maximize the di-
versity in a distributed and adaptive manner. The mobile sensor positions are adjusted
iteratively using a gradient type of updates Simulations results based on realistic environ-
ment conditions are performed, which conquer with the theoretical results, and illustrate
the performance of our approach. Furthermore, we are interested to study the impact
of using fuzzy logic approach in a routing protocol to evaluate the energy performance
of an UWSN. We implement the FLOVP (Fuzzy Logic Optimized Vector Protocol) rout-
ing protocol which is an improved version of the VBF (Vector Based Forwarder) routing
protocol. Simulation results confirm the energy efficiency of the FLOVP Routing Protocol
compared to the original VBF Routing Protocol.

Keywords: Internet of Underwater of Tings, IoUT, Underwater Wireless Sensor Net-
works (UWSNs), TCP, TCPNewReno,U-NewReno, Automata Learning (AL),Redundancy,
Diversity, Quality of Monitoring, Routing Protocol, Energy-efficient, Fuzzy Logic
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Résumé
L’Internet des Objet sous-marins (IoUT) correspond à des réseaux de capteurs sans fil
sous-marins composés d’un certain nombre de noeuds de capteurs,appareils de détec-
tion, robots et de véhicules intelligents inter-connectés avec les bases terrestres pour ren-
forcer le réseau de l’internet des Objets (IoT). La recherche dans ce domaine a conduit
au déploiement de plusieurs applications d’objets autonomes sous-marins.Ces objets ont
plusieurs applications, telles que:l’exploration, la surveillance ou la collection des don-
nées sur des vastes zones maritimes inexplorées. Parmi ces applications, nous pouvons
noter l’analyse des effets du changement climatique sur les récifs coralliens. Une autre
application de ce domaine est la détection de l’activité sismique et la surveillance des
pipelines. Malgré l’importance et l’utilité de ces applications, les noeuds des capteurs
sous-marins demeurent très chers et moins déployés contrairement aux réseaux des cap-
teurs terrestres. Dans l’environnement marin, les ondes électromagnétiques sont inu-
tilisables (sauf à très basses fréquences et à faible débit) et les ondes optiques ne fonc-
tionnent que sur quelques dizaines de mètres, même dans le domaine bleu-vert dont
les caractéristiques de propagation sont particulièrement favorables. Les communica-
tions sans fil sous-marines sont établies par transmission d’ondes acoustiques qui con-
stituent le seul support physique fiable pour la transmission d’informations sans fil dans
l’environnement marin. La communication acoustique sous-marine est connue par sa
bande passante limitée, le long temps de propagation et l’évanouissement du signal, en
plus de ses faibles performances en termes de perte de paquets lors de la transmission.
Dans le milieu aquatique, les protocoles traditionnels du transport TCP (Transmission
Control Protocol) sont très sensibles à la perte de paquets, ce qui rend leur intégration
dans les réseaux sous-marins très difficile. En effet, ceci est dû aux paramètres de commu-
nication terrestre utilisés par défaut dans le milieu marin alors qu’ils ne sont pas adaptés
à ce type d’environnement. Cependant, il n’y a pas suffisamment d’études de recherches
sur le comportement du TCP dans l’environnement sous-marin. Il est donc nécessaire
d’étudier le comportement de ces protocoles afin d’ajuster leurs paramètres pour parvenir
à un fonctionnement plus efficace dans ce milieu aquatique. D’autre part, les noeuds de
capteurs sous-marins sont équipés d’une batterie limitée qui ne peut être ni remplacée ni
rechargée. La puissance de transmission élevée et la longue durée de la transmission de
paquets de données consomment une quantité d’énergie importante vu la difficulté du
type de communication dans cet environnement. Résoudre l’enjeu de la conservation de
l’énergie pour les réseaux de capteurs sous-marins consiste à développer desméthodes de
routage et des techniques de communication efficaces qui aident à réduire le taux de con-
sommation d’énergie. Dans cette thèse, nous visons à étudier et évaluer les performances
des protocoles traditionnels TCP dans les UWSNs afin d’améliorer leurs performances
dans l’environnement marin. Nous sommes donc particulièrement intéressés par l’étude
de l’effet du contrôle de la fenêtre maximale et ajuster la valeur du temps de parcours
RTT de TCP NewReno dans le réseau sous-marin sous différents scénarios. Les résultats
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de ces études ont permis de présenter un nouveau protocole de transport bien adapté à
cet environnement sous-marin appelé U-NewReno. Dans le cadre de nos travaux réalisés,
les simulations effectuées montrent l’efficacité de notre protocole proposé en terme de
gain de livraison de paquets et de taux de retransmission de livraison de paquets. D’un
autre côté, les environnements sous-marins sont soumis à des conditions variables qui
pourraient dégrader la qualité des communications. Les noeuds de capteurs sous-marins
doivent être capables de s’auto-configurer et de s’adapter aux plus dures conditions de
cet environnement. De ce fait, nous introduisons un mécanisme de contrôle adaptatif
pour contrôler la mobilité des capteurs thermocline afin d’améliorer la stabilité de la li-
aison dans les réseaux sous-marins, en utilisant la théorie de l’apprentissage Automata
(LA). Les résultats rapportés montrent la capacité de notre algorithme à trouver les posi-
tions optimales des capteurs pour unemeilleure surveillance du réseau. Par ailleurs, nous
proposons également une approche d’optimisation pour améliorer la qualité de surveil-
lance des UWSN en recourant au concept d’apprentissage automatique de la diversité.
Nous concevons une procédure d’optimisation multi-agents capable à la fois de réduire
la redondance entre les lectures des capteurs et de maximiser la diversité de manière dis-
tribuée et adaptative. Les positions des capteursmobiles sont ajustées demanière itérative
à l’aide d’un type de gradient de mises à jour. Des simulations basées sur des conditions
d’environnement réalistes ont été réalisées, et leurs résultats coïncident avec les résultats
théoriques, et illustrent la performance de notre approche. En outre, nous nous sommes
intéressés à étudier l’impact de l’utilisation de l’approche de logique floue dans un proto-
cole de routage pour évaluer la performance énergétique d’un réseau de capteurs sans fil
sous-marin. Nous implémentons le protocole de routage FLOVP (Fuzzy Logic Optimized
Vector Protocol) qui est une version améliorée du protocole de routage VBF (Vector Based
Forwarder). Les résultats des simulations affirment l’efficacité énergétique du Protocol
FLOVP par rapport au Protocole original de routage VBF.

Mots-clés: Internet des Objet Sous-marins (IoUT), Réseaux de Capteurs Sous-marins
sans fil (UWSN), TCP, TCP NewReno, U-NewReno, redondance de l?information, la di-
versité, L’apprentissage des Automates (LA), Protocole de Routage, Efficacité énergé-
tique, Logique Floue
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General context

Nowdays, the digital transformation evolution that the Smart city is experiencingwith ex-
tremely innovative Internet of Things (IoT) solutions, an evolution that has encompassed
the underwater environment as Smart Water to form what is called Underwater Internet
of Things (UIoT) which is quite simply a network of smart wireless sensors and smart
devices configured widely used in ocean research to provide actionable operational in-
formation such as underwater environment performance, condition and diagnostic infor-
mation.

Figure 1 – Extending data of Smart Cities with Smart water data (1)

The Internet of Things bringsmany benefits to sensor platforms, both individually and
collectively. With the current capabilities of embedded processors and single-board com-
puters, Underwater of Things on the other hand is formed by oceans monitoring devices
which became more intelligent. Many other applications are possible in search and res-
cue, environmental monitoring, surveillance operations, detection of oil spills, fishing or
underwater archaeology. In addition, autonomous submarines are sought after by armed
forces around the world.

The data come from a variety of sources: stationary sensors on the ribs, sensors in-
stalled on ships or boats of the merchant navy, on buoys, drift sensors deployed over long
periods and very large areas ... More recently, a wide variety of underwater drones have
emerged, some of these drift sensors very sophisticated and designed specifically to study
the environment.

Analytic distributed on remote platforms at the periphery of the network improves
operations at the sensor. UoT nodes can measure sensor performance, detect and cor-
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rect calibration errors or drifts, anticipate faults, adjust changes in the environment in
which they are deployed. The IoT and UoT are generally based on the connectivity be-
tween different communication technologies and may include media to acquire real-time
or asynchronous data, all managed autonomously.

All information received from the sensors provides a representation of the oceans over
time. Themore data available, themore analytical tools can be used to understand the cor-
relations between different variables and thus detect fine environmental trends that high-
light weak signals about ocean changes.These data provide a basis for observing changes
over time, for developing protection programs and evaluating their effectiveness.

Significant efforts are being made around the world to address oceans-related envi-
ronmental issues. By its size, the sea universe generates a large volume of physical, chem-
ical and biological data ranging from microscopic to macroscopic. There is structured
data that comes from sensor networks and others more complex that can be transmitted
by satellite, for example: via images and spectral data. Sounds can track the activity of
marine mammals or measure underwater noise from boats, near-shore or offshore opera-
tions (such as gas and oil extraction) and renewable marine energy equipment that goes
through waves or tides.

Motivation & Summary of the main goals

Scientists have complete information about what is happening on the moon, but they do
not have enough knowledge about what is happening in the ocean. In recent years, the
scientific community has placed more emphasis to explore the seabed. To do this, several
sophisticated submarine robots equipped with multiple sensors and hydrophones are set
up to discover the mystery of this environment.

In the future, aquaculture and aquaponics could play a very important role to meet
the increasing demand of a growing world population and meet future demand for food.
UnderwaterWireless sensor networks (UWSNs) are increasingly used tomeasure various
water parameters in order tomonitor the evolution of an aquaculture. In addition,the field
of aquaculture relies mainly on submarine sensors for the monitoring of their aquatic fish
farms. That is why, this field of application is one of the main reasons that led us to
conduct this study. In fact, our country is bounded by twomaritime facades: on the north
by the Mediterranean Sea (512Km) and on the west by the Atlantic Ocean (2.934Km).
These twomaritime coasts give a wide water surface in addition of more than twenty-five
streams of rivers. Adapting a system network in this environment requires several studies
for reliable communication. To conduct these studies and permit several applications, the
introduction of several submarine sensor networks all around the water environment is
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required.
The general framework of our research is the transmission of data in the underwater

wireless networks. We are particularly interested in studying the performance of stan-
dard protocols of the terrestrial transport network and observing their behavior in this
environment in order to be inspired to propose a new protocol adapted to the marine
environment with good performances. On the other hand, we were also interested in
proposing new methods to enhance communication and quality of monitoring based on
automated learning andmulti-objetive function by adjusting the positions of sensors. An-
other axis of this research is to describe the performance of a routing protocol in terms of
energy conservation using fuzzy logic. By this thesis, our aims is to offer:

• A clear comparative study of terrestrial network Transport Control Protocols in the
marine environment while taking into account routing protocols;

• Adjustment of a terrestrial transport protocol parameters in order to enhance its
performances in the submarine environment;

• A presentation of a new transport protocol well suited to this underwater environ-
ment;

• An approach based on automata-learning to improve marine communication by
finding the best positions of sensors;

• A gradient based approach to iteratively adjust the positions for sensor nodes.
• An energy performance of a routing protocol based on fuzzy logic approach in

UWSNs;
In the next section, we present approaches used to solve the main problems of our re-
search, and we detail the methodology used to achieve our objectives mentioned above.

Thesis outline and structural overview

This thesis report is organized in eight chapters. Below we give a brief discussion of each
chapter:

• The first Chapter presents a state of the art of Wireless Sensor Networks (WSNs)
and the Underwater Wireless Sensor Networks (UWSNs).

• The secondChapter, outlines the communication’s challenges thatUnderwaterWire-
less Sensor Networks still face.

• in the third Chapter, we firstly introduce a studies of different standard TCP mech-
anisms in UWSNs, in order to come out with better parameters of the functioning
of one of these protocols in this marine environment. Secondly, after having de-
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termined the best TCP protocol which will be the main axis of our study. We start
our first improvement of this protocol to adapt it more with this submarine envi-
ronment,then second improvement of this TCP protocol by studying another pa-
rameter, always with the aim of better improving the performance of our protocol
in Underwater environment. And finally, we fully apply the previously exposed
improvements to present a new underwater TCP protocol well suited to the under-
water environment based on our previous results.

• In theChapter four, to improve communication in this aquatic environment, applica-
tion of adaptive learning strategies to modify the depth of deeply anchored Limited
Mobility Agents (LMAs) using Pursuit Learning Solution.

• In chapter five we consider a multi-objetive function to improve the quality of moni-
toring informationwhich aspires tominimize the covariance between all sensors,which
mean reducing redundancy and in the same time maximize the diversity. We used
in this case a gradient based approach to iteratively adjust the positions for sensor
nodes.

• Chapter six leads us to the study of the energy efficient part of UnderwaterWireless
Sensor Networks when applying the theory of fuzzy logic in a routing protocol.
In the last part of the report, we summarize the work of this thesis, and outline some
future research directions.
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Chapter 1

Anoverviewon Internet of Things and
Internet Of Underwater Things
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1.1 Introduction

The Internet-of-Things is an emerging revolution in the InformationCommunicationTech-
nology (ICT) sector under which there is shift from:an Internet used for ” interconnecting
end-user devices” to an Internet used for ” interconnecting physical objects that commu-
nicate with each other and/or with humans ”. Extending the concept of Internet of things
(IoT) to the marine environment give us the Internet of Underwater things (IoUT). Smart
Water things are deployed under the water form the Underwater Wireless Sensor Net-
works(UWSNs) that transmit collected data to networks above surface in real time.

This chapter explores the paradigm ofWireless Sensor Networks (WSNs) and Under-
water Wireless Sensor Networks(UWSNs) which are the basic components of Internet of
Things(IoT) and Internet of Underwater Things(IoUT).

1.2 Internet of Things: Wireless Sensor Networks

1.2.1 Definition

The Internet of things(IoT) is a new IT paradigm focused on the collective effort of a very
large collection of self-organizing sensors. Based on theWireless Sensor Network (WSN)
which is a network consisting of a large number of sensor nodes with wireless communi-
cation between these nodes. The main entities that make up the sensor network are:

• The sensor nodes that make up the network.
• The base station that communicates with the user through the Internet or via satel-

lite communication.
• The phenomenon is the topic of measures of concern to the user.

It is interesting, from this general description, to highlight the key features that define this
kind of network.

1.2.2 Characteristics of Wireless Sensor Networks

The Wireless Sensor Networks (WSNs) are non-wired networks consisting of physical
phenomenon detection units (temperature, humidity, radioactivity, etc.) deployed in a
geographical area of interest. The purpose of WSNs is to monitor their deployment en-
vironments to report the detection of physical phenomena (forest fires, intrusions, ra-
dioactive leaks, etc.). WSNs remain one of the most active fields of study. Indeed, the
advancement of micro-electromechanical systems and the availability of low-cost com-
munication and computer equipment are all factors that allowed the passage of science
fiction paradigms and ideas and commercialized products to be achieved.(9, 10).
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Figure 1.1 –WSNs architecture

The critical issue of WSNs is energy usage, which is highly influenced by communica-
tion between nodes(11). In fact, in order to reduce the energy consumed by the network,
the different resources of the network must be optimally controlled in order to make the
sensors operate at minimal cost.
To establish a WSN it is needed to have:

• Mobility (A dynamic topology): Node mobility is simply a very unique function
of ad hoc networks. This versatility is a vital component of the functioning of the
network. In an ad hoc network, network topology can change rapidly, unexpectedly
and unpredictably, in addition, conventional network routing methods based on
pre-established routes cannot work properly.

• Network nodes: In a traditional network, there is a strong distinction between ter-
minal nodes (stations, hosts) that serve applications and internal nodes (routers,
for example) of the network responsible for data routing. This distinction does not
occur in ad hoc networks since all nodes can be used to provide routing functions.

• Wireless links (Limited bandwidth): Wireless networking technologies are im-
portant for the establishment of an ad hoc network. Despite very substantial im-
provement, their efficiency remains and will remain below that of wire-line tech-
nologies. Bandwidth is less important, while routing and mobility management
produce more control and signaling flows than the wired network architecture.

1.2.3 WSNs architecture

In general, the sensor network consists of numerous nodes distributed in a region. These
nodes are connected to one or more gateways which make it possible to link to other
networks (Internet, satellite, etc.) and data recovery (12), as shown in figure 1.1.

Various prototypes and commercialized products have been developed in the litera-
ture to accelerate research on WSNs and to enable their incorporation into operational
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application scenarios (13). Although the different sensor implementations vary in their
physical architecture, they share the following modules:

• Source of energy: These are typically lithium batteries. The sensors are most fre-
quently deployed in hard-to - reach areas; these batteries are irreplaceable and the
life of the sensor is limited to that of these batteries, although the WSNs literature
includes numerous prototypes of renewable energy sensors. (14).

• Processor: Theminiaturization effort has enabled the production of processors adapted
to the size and cost constraints associated with wireless sensors. However, it should
be noted that the related computing capacity remains limited (for example, only 8
MHz of frequency and 128 kbytes of programmable memory for a waspmote sensor
based on the ATmega1281 microcontroller).

• Transmitter / receiver: This module enables network sensors to communicate with
each other. Two families of transceivers are available:

– Optical transceivers suffer from a significant handicap due to the need for visi-
bility between sensors. Communicationmay be primarily influenced by terrain
elevation issues and physical obstacles in the deployment area.

– Radio Frequency transceivers make it possible to correct the various problems
associated with optical transceivers but require modulation and demodulation
equipment, bandwidth filtering and multiplexing, which has the effect of rais-
ing the associated costs. Several standards have been suggested, including:
IEEE 802.15.4 (15), Bluetooth (16), etc.

• Location equipment: Without GPS equipment that respects the limitations asso-
ciated with the WSNs as well as indoor deployment scenarios, various proposals
for location algorithms based on range parameters (RSS, AoA, etc.). ) have been
formulated (17, 18, 19).

• Unit of mobility: Mobility can be autonomous or assisted (sensors attached to
individuals or vehicles) and may increase the coverage of the area of interest and
prevent the rapid depletion of energy sensors in the vicinity of the base station.

• Capture Unit: The primary purpose of the capture unit is the capture or measure-
ment of physical data from the target object. It consists of two sub-units: the receiver
(recognizing the physical quantity to be sensed) and the transducer (converting the
receiver signal into an electrical signal). The sensor transmits analog signals, based
on the observed phenomenon, to the Analog / Digital Converter. The latter trans-
lates these signals into digital data and transmits them to the processing unit.

• Storage unit (Memory): This includes the memory of the program and the mem-
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ory of the data. The scale of this memory is mostly limited primarily by economic
considerations and continues to improve over the years. (20).

1.2.4 Constraints and specification of WSNs

Considered to be an evolution of theAd-Hoc networks,WSNs do not need network infras-
tructures andmust be adequate for data routing in amulti-hopmode. These networks are
restricted by several constraints and are therefore prone to vulnerabilities due to damage
caused by their implementation environments. The following drawbacks and specifies
are contrasted to conventional Ad-Hoc networks. (12, 21, 22)

• Limited energy: The sensors are fitted with limited energy batteries (several days
to a few years). In addition, WSNs are most commonly deployed in areas that are
difficult to reach or hostile to humans. In general, after deployment, it is difficult to
interfere on WSNs to make adjustments to the battery. It is therefore necessary to
rationalize energy usage within the WSNS in order to extend their lifespan. Com-
munications are the most expensive energy practices according to measurements.
It is therefore necessary to restrict the number and to program standby periods in
order to save energy.

• Scaling: Sensors are deployed in a range from a few units to several tens of thou-
sands. In addition, the network can be improved post-deployment by installing new
sensors to replace faulty units, extending the coverage of WSNs to new geographic
areas, or expanding the functionality of WSNs by integrating sensors. To detect ac-
tivities of a different type than those envisaged during the initial deployment.

• Fault tolerance: There are different modes of deployment for WSNs. In fact, the
sensors can be manually deposited as well as dispersed by a helicopter or projected
by missiles. For certain deployment modes, a portion (20 % to 30%)of the sensors
would not survive the deployment. In addition, theWSNsdeployment environment
will cause damage to the sensors. Humidity, heat, etc. are all climatic factors which
accelerate the deterioration of the sensors. TheWSNmust therefore be fault-tolerant
and self-configured to fix sensor failures.

1.2.5 Application domains of terrestrial sensor networks for IoT

WSNs can have a lot of applications. Among them we mention:
• Military applications, a network of sensors installed in a strategic or difficult-to-

access sector makes it possible, for example, to track all movements (allies or ene-
mies) or to assess the battlefield before sending reinforcements. (23), (24).

• Monitoring applications, the use of sensor networks in the field of security will
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dramatically reduce the financial expense for protecting places and people. The
incorporation of sensors into large structures, such as bridges or buildings, can help
identify fractures and changes in the structure following the earthquake or the aging
of the structure. The implementation of a network of motion sensors may provide
an alarm system that will be used to detect intrusions into the surveillance area.

• Medical applications, in the medical field, there are already multi-sensor capsules
that can be swallowed in order to relay images from the inside of the human body
without having to resort to surgery.(25) (26).

• Environmental applications,temperature sensors may be distributed from aircraft
to identify potential environmental issues in the region protected by the sensors in
order to avoid possible fire, flood, volcano or tsunami from occurring in time.(27)
(7) (28).

• Commercial applications,sensor nodes can be used to enhance storage and distri-
bution processes. Thus, the network can be used to know the location, state and
path of the commodity. The customer waiting for the goods can then have an online
delivery notice and know the location of the goods he has ordered. (29).

• Home Automation Systems, such as vacuum cleaners, microwave ovens, refrigera-
tors, video recorders can be combinedwith technological advancements (30). These
on-board sensors may communicate with each other and with an external network
over the Internet to allow the user to monitor home devices locally or remotely. The
implementation of motion and temperature sensors in so-called smart homes auto-
mates a variety of domestic operations, such as: the light is switched off and the
music is switched off when the room is empty, the air conditioning and heating are
adjusted to various measurement points, and the anti-intrusion alarm is activated
when the intruder tries to reach the house.

1.3 Internet ofUnderwater of Things: UnderwaterWireless Sen-
sors Networks

In this section, we will present an overview of Internet of Underwater of Things system
based onUnderwaterWireless SensorNetworks (UWSNs) and explain the characteristics,
challenges, applications and their different communication architectures.

1.3.1 Definition

Over the last decade, a new form of wireless network has aroused considerable interest
in the scientific community, the UWSNs which is the basis to build the internet of un-
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derwater Things (IoUT). this networks are a special form of wireless sensor network for
specialized applications in the marine environment. They are a new area of research that
has been developed to provide effective underwater communication in civil and military
applications. The acoustic wave is a medium for transmitting information in a network
of wireless underwater sensors, which are confronted with many problems related to the
requirements of each applications. environment.

1.3.2 Historic

The history of underwater vehicles is not recent. The evolution of research in this area
can be quoted in chronological order. The first attempts at practical implementation of
this concept have been recorded since the time of Alexander the Great, who, according
to Aristotle, had built a primitive submersible for reconnaissance missions in 322 BC. A
similar machine was built about 200 BC in China. In the modern period, the Englishman
William Bourne took the first step towards the idea of an underwater vehicle in 1578, con-
structing a waterproof model that could be supplied with oxygen. But his proposals did
not go beyond the stage of design.
Between 1620 and 1624, Cornelis Van Drebbel, the Dutchman, would have sailed a few
meters under the waters of the Thames. In 1664, he finally offered the first submarine
vehicle to advance, using 12 rowers fitted with special oars. Having an ovoid shape, it
could be actuated to accomplish vertical motions. It was also tested experimentally.
In 1776, the first American underwater vehicle ’Turtle’ was presented by David Bushnell
and his brother (see Figure 1.2). Built of steel, it could move independently. It is the first
to be fitted, on the one hand, with propellers for its propulsion and, on the other hand,
with a valve for submersion and an ascent to the surface. It was the first autonomous
submersible to participate in naval combat.(2).
Since that time,underwater vehicles have grown considerably from the point of view of
their power source. Study aimed at removing human propulsion and harnessing other
forms of energy. The diver of the French Navy, launched in 1863, was the first submarine
to be fitted with a compressed air engine and a pressure tank PSI of 23,180 (12 bar)(31).
In 1888, Le Gymnote was the first French navy submersible to be fitted with a 55 HP elec-
tric motor powered by 564 accumulators. Smooth and tapered in appearance, the Gym-
note was 18 meters long. Its circumference, the widest part of it, was barely 2 m. While it
was intended for military use, the Gymnote was subsequently assigned to experimental
missions.

The Spanish Isaac Peral, designed the first fully operational electrically operated sub-
marine. Checked at sea on September 8, 1888, it had two torpedoes, new air systems, a
propeller and control surfaces, thereby defeating future submarines. Given the short life
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Figure 1.2 – Bushnell submarine (2)

of its batteries, it was able to reach 10 underwater nodes. With the turn of the century, the
production and use of submarines has drastically changed. With the advent of many in-
ventions and developments, such as the generalization of the periscope to the majority of
submarines of the time and the predominance of diesel-electric propulsion in terms of en-
ergy, the rate of adoption of desk pads bymany ships has increased dramatically. Nuclear
power started to replace diesel-electric propulsion in the 1950s. The first autonomous un-
derwater vehicleswere built between 1960 and 1970 years (2, 31, 32, 33)with the following
characteristics:

• The SPURV (Self-Propelled Underwater Research Vehicle, USA, 1977): weighing
480 kg, it could reach a speed of 2.2 m / s for 5 hours in a row with a maximum
immersion capacity of 3000 m. It was used to make conductivity and temperature
measurements applied to wave modeling (2) (see Figure 1.3 (a)).

• The killer whale (France, 1976): weighing 3 tons, it could reach a speed of 12 knots
(6.17 m/s) for 7 hours in a row with a maximum immersion capacity of 6000 m and
maintain an acoustic connection with the surface (33) (see Figure 1.3 (b)).

1.3.3 Different UWSN’s architectures

The topology of a network is always a subject of research open to the scientific commu-
nity. In the following, we present in particular two-dimensional and three-dimensional
architectures, and also the mobile topology which uses autonomous underwater vehicles
(AUV) which can improve the capacity of underwater sensor networks.
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Figure 1.3 – The first autonomous submarines. (a) The SPURV (USA, 1977), (b) The killer whale
(France, 1967)(2)

Figure 1.4 – Example of General UWSNs architecture (3)

Two-dimensional (2D) underwater sensor arrays

The architecture for 2D submarine sensor arrays is shown in Figure 1.5. A group of sensors
are anchored to the bottom of the ocean, nodes are linked to one or more underwater
wells (uw-sinks) via wireless acoustic links. Submarine sinks are devices that transmit
data from the ocean floor to the surface station.

To accomplish this goal, the submarine sinks are fitted with two acoustic transceivers,
the vertical and the horizontal transceivers. The horizontal transceiver is used by the un-
derwater sink to communicate with the sensors to:
- Send commands and configuration data to sensors.
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Figure 1.5 – Two-dimensional(2D) UWSNs architecture (4)

- Collect surveillance data.
The vertical link is used by the submerged sink to relay data to the surface station. The
surface station is fitted with an acoustic transceiver capable of handling multiple commu-
nications in parallel, depending on the submarine sinks deployed.
The sensors can be connected to submarine sinks via direct links or via multi-hop paths.
In the first example, each sensor transmits the collected data directly to the selected sub-
mersible sinks (34), the submersible sink may be very far from the sensor, thus, while the
connection to a direct connection is the easiest way for a network of sensors, it cannot be
the most energy-efficient solution. In addition, direct connections are likely to reduce net-
work throughput due to increased acoustic interference and high transmission strength.
In the case of multi-hop routes, as in the case of terrestrial sensor networks(35), the data
produced by the source is transmitted by the intermediate sensors until the submersible
sink is reached. The second case provides a number of benefits, such as energy efficiency
and improved network capacity, but at the same time the complexity of the routing fea-
tures can be improved.

Three-dimensions (3D) underwater sensor arrays

Three-dimensional underwater sensor arrays are used to detect and observe phenomena
that cannot be properly observed using nodes anchored to the ocean floor so that a cooper-
ative sampling of the 3Dmarine environment is required. Three-dimensional underwater
sensor networks use sensors that float at various depths to observe a given phenomenon.
One potential solution will be to connect each node to a surface buoy, using wires the
length of which can be changed to adjust the depth of each sensor (36). However, as
this approach allows for a fast and rapid deployment of the sensor network, numerous
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Figure 1.6 – Three-dimensional(3D) UWSNs architecture (4)

floating buoys can obstruct ships circulating on the surface, or they can be easily detected
and disabled by enemies in military settings. In addition, floating buoys are vulnerable
to weather conditions and tampering. For these reasons, a different solution is proposed,
and in this architecture, shown in Figure 1.6, each sensor is anchored to the ocean floor
and fitted with a floating buoy that can be inflated by a pump. The buoy brings the sensor
to the surface of the water. The depth of the sensor can then be changed by varying the
length of the wire that connects the sensor to the anchor by means of an electronically
operated motor on the sensor. One difficulty in such an architecture is the influence of
ocean currents on the system that controls the depth of the sensors.
There are several challenges to such architecture that need to be addressed in order to
allow 3D tracking, including:

• Scope of coverage: Sensors must adjust their depths collaboratively in order to
achieve 3D ocean coverage based on their ranges of detection. It is necessary to
achieve a sampling at all depths of the desired phenomenon.

• Communication coverage: The sensors must be able to transmit information to the
surface station through multi-hop paths. Network devices should then know their
depths such that the network topology is permanently connected, i.e., at least one
path from each sensor to the surface station still exists.

1.3.4 Different types of Underwater vehicles

Since the end of the 20th century, underwater vehicles have developed considerably from
a technical point of view. We can divide them into two categories: submarines and sub-
marine robots, and we are going to make a fast inventory of them. They are also the
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Figure 1.7 – Different types of submarine vehicles links (5)

predecessors of underwater vehicles in everyday operation around the world.(37), (5) .
- Submarines: The first category of underwater vehicles are submersibles and sub-

marines:
- Submarines are large vehicles controlled by a crew that may reside there during the mis-
sion time, especially in the military context..
- The submersibles are lightweight and are designed for exploration of great depths. Their
key tasks were: the search for hydro-thermal sources in the oceans; interventions on
wrecks; etc.

- Underwater robots: Underwater robots are autonomous underwater vehicles. It is
either automatically propelled and fitted with an on-board energy source or supplied by
its carrier vessel. It can be remotely operated (usually wire-guided) or stand-alone. These
robots are fast in data acquisition and have a high capacity to protect any sort of informa-
tion (physical, acoustic, visual) in digital form according to their storage and processing
capabilities. Some of them were used as a platform fitted with samplers or different sen-
sors. This makes them a possible source of science and technological development. The
robotic group also uses theAmerican acronym "UUV" (’UnmannedUnderwater Vehicle’)
for these vehicles.
The degree of autonomy (decision / energy) of these robots is defined by the existence of
their surface connection (see Figure 1.7). We can then settle on the first classification of
two types of underwater vehicles: remotely operated vehicles connected by a cable to the
surface and autonomous vehicles connected by an acoustic connection.
- Remotely operated underwater vehicles (ROVs): These are machines controlled by
an operator through a ground station or on a boat. They are connected to the surface via a
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Figure 1.8 – Example of a ROV robot. (a) L2ROV, from LIRMM, (b) Victor 6000, from Ifremer
(2)

cable through which passes motor controls, energy and acquired data (38). The presence
of the cable induces disturbances on the robot’s dynamics and complicates its control,
which disturbs its stability and affects its ability to perform the required tasks perfectly
(see Figure 1.7). However, its presence allows easier recovery of the vehicle. Some ex-
amples of ROVs can be cited as the "observe" (from Subsea Tech) as well as the "L2ROV"
(from LIRMM) (see Figure 1.8 (a)). Thus, the characteristics of ROVs are as follows (2):

• They are usually over-actuated.
• They have the capacity to park at a fixed point (32).
• They are connected to the surface by an umbilical

Inmostmodels, they are often fittedwith cameras and evenmanipulatorweapons inmost
versions, giving them a great ability to manipulate objects. They can perform complex
operations, such as::

• Maintenance of underwater structures: the ROV H2000 from Eca-Hytec, equipped
with 2 manipulator arms, is capable of performing alteration parts.

• Deep inspections (1000m) in the offshore industry: ROV Victor6000 from Ifremer
(see Figure 1.8 (b)).

• Monitoring and demining.
- Autonomous sensor networks with underwater vehicles: Unlike ROV, these Au-

tonomous Underwater Vehicles (AUVs) are not fitted with a cable connection, can oper-
ate without clips, or remote control, they also bear their own energy and therefore have a
broad range of applications in oceanography, environmental monitoring and underwater
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Figure 1.9 – Examples of coastal AUVs: (a) Remus, hydroid robot camera and (b) Lirmia2,
LAFAMIA / LIRMM (2)

resource studies(31).
From a few hundred meters of depth, the structure, dimensions and characteristics of
AUVs change. AUVs can thus be classified into 2 classes depending on the maximum
immersion depth reached. We will then talk about coastal AUVs and Grandfonds AUVs.
Coastal AUVs: Remus (USA) of Hydroid, Gavia of Hyfmind and Lirmia2 from a collab-
oration between Lirmm and LAFMIA (see Figure 1.9 (b) and 1.9 (a)).

Experimental work has shown the relatively inexpensive feasibility of underwater
AUVs fitted with a range of underwater sensors that can penetrate any depth in the ocean
(35). Therefore, they can be used to enhance the capabilities of underwater sensor net-
works.
The integration and improvement of static sensor networkswith AUV is a still unexplored
area in research that almost requires new network coordination algorithms, such as:

• Adaptive sampling: This involves control methods for ordering mobile vehicles to
locations where their data would be most useful. This technique has been proposed
for novel surveillance tasks (39). For example, node density may be increased in an
areawhere a high sampling rate is needed for a given phenomenon to bemonitored.

• Auto-configuration: This includes monitoring procedures to automatically iden-
tify connectivity holes due to node failure or channel attenuation and to request
the intervention of an AUV. In addition, the AUV may be used for the installation
andmaintenance of the network sensor infrastructure or for the deployment of new
sensors. They can also be used as temporary relay nodes to reconnect. Solar energy
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systems will improve the lifetime of AUVs, i.e., they do not need to be stored and
recharged on a regular basis. Solar-powered AUVs are thus able to collect informa-
tion continuously for periods of time over a span of several months.(40).

Underwater robots, including robotic vehicles and autonomous underwater drones,
will help us better understand marine environmental problems, protect ocean resources
from pollution, and use them effectively for human well-being.

1.3.5 Application domains of underwater acoustic sensor networks in IoUT

In the Internet of Underwater things, Underwater sensors have many application do-
mains as they can help to measure different quantities such as water quality and study its
characteristics, temperature, density, salinity, acidity, chemicals, conductivity, pH (elastic
magneto sensors), oxygen (Clark type electrode), hydrogen, dissolved methane (METS)
and turbidity. There are other sensors for underwater measurements, such as hydrother-
mal Sulphide sensors, Silicate sensors, Volta metric spectrophotometry sensors, Gold-
amalgam electrode sensors for ion sediment measurements of metal with ionic selectivity
(analysis) and so on. Here following the presentation of examples of the application fields
and their definition.

Figure 1.10 – Harbor security scenario (6)

• OceanSampling: Underwater sensors andAutonomousUnderwaterVehicles (AUVs)
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have the synoptic capability to conduct cooperative, adaptive sampling in three-
dimensional coastalmarine environments to create geological andbiological databases(41).

• Environmental monitoring: Underwater sensor networks allow the monitoring of
various forms of pollution (chemical, biological and nuclear), themonitoring ofma-
rine currents andwinds, weather forecasts, climate changedetection, understanding
and forecasting of the effects of human activities on marine environments, and bio-
logical monitoring, such as monitoring of marine biological or aquaculture activity.

• Underwater explorations: Underwater sensor arrays can help detect underwater oil
deposits, identify routes for laying submarine cables, and explore valuableminerals.
It can also be used for underwater archaeology and wreck studies.

• Disaster prevention: underwater sensor networks have the capacity to assess seis-
mic activity from a distance and this enables the provision of tsunami warnings for
coastal areas(42), as well as the analysis of the impact of sea-quakes.

• Assisted navigation: Sensors can be used to identify hazards on the seabed, locate
hazardous rocks in shallowwater, mooring positions, locate submergedwrecks, and
perform bathymetry profiling.

• Distributed tactical surveillance: Autonomous Underwater Vehicles (AUVs) and
fixedunderwater sensors canwork together to control surveillance (Harbor security(6)
as example showed in Figure1.10), identification, positioning and intrusion detec-
tion areas. Underwater sensor networks can achieve greater accuracy than conven-
tional radar or sonar systems, and can also detect and identify low-signature targets
through a combination of measurements from various types of sensors.

• Aquaculture and underwater robotics: a diversification principle that parallels the
successive mortality of various types of farmed fish, such as oysters, as depicted
in Figure 1.11. Following the evolution of less and less costly underwater robots,
which are becoming less and less costly, the underwater sensor network of small
underwater structures has submerged several kilometers from the coast and on the
shallows, carrying high-end algae, shellfish and mollusk cultures for medicine and
cosmetics, all of which are monitored by robots and divers who would limit the use
of robots.

1.3.6 Comparaison of WSNs in IoT and UWSNs in IoUT

Underwater environment brings new challenges that do not occur in terrestrial networks
because of the radical difference in terms of propagation in the acoustic environment or
even in radio. Table 1.1 summarizes the fundamental differences between TWSNs and
UWSNs.
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Figure 1.11 – Fish farm scenario (6)

Table 1.1 – Basic communication’s differences between UWSNs and WSNs (7)

1.4 Communication’s Challenges in IoUT

1.4.1 Introduction

The hostile nature of this marine environment especially the submarine wireless channel
makes submarine sensor connection a difficult task (43). Therefore, establishing such a
network imposes very deep studies on the communication of the network and the trans-
mission of data. Underwater environment is impacted by various aspects such as band-
width usage limitation, surrounding noise and large acoustic propagation delays. How-
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ever, communication itself is an outstanding challenge. Being able to connect these subsea
devices and create a reliable communication channel between them are the keys to make
all these applications viable, including unmanned vehicles and robots in a harsh environ-
ment for humans (44). In what follow, we will present a general view of the communica-
tion’s challenges that face the Underwater Wireless Sensor Networks.

1.4.2 Underwater Communication techniques

The Aquatic Wireless Communication System includes 3 transmission techniques: radio,
optical and acoustic.

• Communication by radio wave:
Wireless communication standards for radio waves reach the realm of giga hertz
in the air, for example standards: IEEE 802.11, Home RF, Bluetooth which operate
in the 2.4 GHz band. Nevertheless, the attenuation for high frequencies, in water,
turns out to be extremely high and arrives for a frequency of 2.4 GHz to 1695 dB /
meter in the sea and to 189 dB / meter in fresh water, while assuming an average
conductivity of 4 ω-1 / meter in seawater and 0.05 ω-1 / meter in fresh water. Thus,
electromagnetic radiation does not penetrate the marine environment beyond a few
tens of meters in the best case: Lambda (λ) of blue (the sea) is the wavelength less
rapidly absorbed in the water of the light spectrum (hence the blue planet). For
very low frequencies (30 to 300 Hz), the attenuation decreases, but the propagation
of the electromagnetic wave over long distances then requires large transmission-
reception antennas, therefore high transmission powers (45).

• Optical wave communication:
Within the means of communication the most exploited can unearth optical waves.
In themarine environment, signal attenuation is not posed in this type ofwave, how-
ever there is a main disadvantage of light propagation in water caused by the phe-
nomenon of scattering. This problem imposes high aiming precision on the trans-
mitting node, which cannot be achieved due to the mobility of the sensor in water
and the location varying from one to the other. In addition, the incompatibility of
the environment, the variation of the refractive index and the existence of objects of
marinemicroorganism create a handicap in the face of the propagation of the optical
wave(46).

• Communication by acoustic waves:
The development of long-distance communications from the beginning of the 20th
century had to take into account a fundamental characteristic of our planet: the
vast majority of its surface is made up of salt water, which is a good conductor of
electricity (therefore unsuitable for the propagation of electromagnetic waves over
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great distances) but also support for the rapid propagation of acoustic waves. These
properties are used, in particular in the field of ultrasound, for the production of
communication, detection and measurement systems: sonars. Marine animals also
use sound waves for communication or echolocation.
The transmission of data through underwater acoustics is usually achieved in the
form of digital signals. For transmitting information, it is encoded in binary sym-
bols, the symbols being the subject of the emission of different acoustic signals; for
example, the symbols ’0’ and ’1’may correspond to the emission of two pulses of dif-
ferent frequencies (FSK Frequency Shift Keying Modulation) or even to the change
of phase of a sine wave (PSK Phase Shift Keying Modulation).
Underwater acoustic systems for the transmission of digital signals benefit from
methods developed in the field of telecommunications. Only the international sub-
marine telephone standard requires analog SSB modulation about an 8 kHz carrier
(with very low sound quality). Acoustic communication is the most flexible tech-
nique and is widely used in the network of underwater sensors due to the low at-
tenuation in water.

1.4.3 Comparison of communication techniques:

The techniques of wireless signal transmission underwater are not based only on the
acoustic wave, each of these techniques is characterized by these positive and negative
points. The radio wave is specified by its propagation at different distances, its low fre-
quency (30-300 Hz), it requires large antennas and wide antenna power. On the other
hand, optical waves are able to transmit information underwater because they do not ex-
perience great attenuation at short distances, but their negative side is the phenomenon of
dispersion. While optical signals require high precision for laser beams to transmit, also
the optical waves are particular by a weak range. Therefore, although laser technology is
perfect, the best solution for underwater communication is the acoustic wave under harsh
conditions (8) as it can see in Table.1.2.

Table 1.2 – Theoretical comparison of acoustic, Optical and Radio waves in seawater environments
(8)

Acoustic Wave Radio Wave Optical Wave
Speed (m / s) 1.55x103 3x108 3x108

Bandwidth KHz MHz 10− 150MHz
Effective Range 1Km 10m 10− 100m

Power loss > 0.1dB/m/Hz 28dB/1Km/100MHz Depends on turbidity
Antenna Size O.1m 0.5m 0.1m

Antenna Complexity Medium High Medium
data Rate Upto100Kbps Upto10Mbps Upto1Gbps
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1.4.4 Underwater channel characteristics

Typical physical carriers for underwater communication signals as was detailed before,
are radio frequency (RF) electromagneticwaves, opticalwaves, and acousticwaves. Among
the three types of waves, acoustic waves are used as the primary carrier for underwater
wireless communication systems due to the relatively low absorption in underwater en-
vironments. This fact explains an increase of the literature related to this technique of
retransmission whose characteristics are the following ones:

Transmission or path loss: transmission loss is caused by two factors, attenuation and
geometric propagation.
- The attenuation is mainly provoked by absorption due to the conversion of acoustic en-
ergy into heat and increases with distance and frequency (47). Figure 1.12 shows the
acoustic attenuation with varying frequency and distance for a short range shallow water
UW-A (Underwater-Acoustic) channel, according to the propagation model. The attenu-
ation is also caused by scattering and reverberation (on rough ocean surface and bottom),
refraction, and dispersion (due to the displacement of the reflection point caused by the
wind on the surface). Water depth plays a key role in determining the attenuation as
stated in (4).
- Geometric spreading: refers to the spreading of sound energy as a result of the expan-
sion of the wave fronts. It increases with the propagation distance and is independent of
frequency. (4) Outlines the two common kinds of geometric spreading: spherical (Omni-
directional point source), which characterizes deep water communications, and cylin-
drical (horizontal radiation only), which characterizes shallow water communications.
Figure 1.12 illustrates the impact of both distance and frequency over the path loss.
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Figure 1.12 – Path loss of short range shallow UW-A channels vs distance and frequency in band
150kHz

Noise: It can be classified asman-made noise and ambient noise. The former ismainly
caused bymachinery noise (pumps, reduction gears, power plants), and shipping activity
(hull fouling, animal life on hull, cavitations), while the latter is related to hydrodynamics
(movement of water including tides, current, storms, the wind, and rain), and to seismic
and biological phenomena (4, 48) . In (49), the author claims that the of the ambient
noise related to four sources:turbulence in the water, breaking waves, thermal noise and
shipping can be approximated by using the empirical formulas (in dB) where f refers to
the frequency in kHz:

10logNt( f ) = 17− 30log f (1.1)

10logNs( f ) = 40 + 20(s− 5) + 26log f 60log( f + 0.03) (1.2)

10logNw( f ) = 50 + 7.5w1/2 + 20log f − 40log( f + 0.4) (1.3)

10logNth( f ) = −15 + 20log f (1.4)

Where Nt, Ns, Nw, Nth stand for turbulence, shipping, wind and thermal noise re-
spectively.
We then, present the total noise power spectral density for a given frequency f[kHz] as
follow:
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N( f ) = Nt( f ) + Ns( f ) + Nw( f ) + Nth( f ) (1.5)

Multipath: Multipath propagation can severely damage the acoustic signal, as it gen-
erates inter-symbol interference (ISI) (47). The two main reasons inducing the multipath
effect in underwater environments are discussed in (49) which are sound reflections at
the surface, bottom or other objects(cf. Figure 1.13)in the water and the varying sound
speed(cf. Figure1.14). The geometry of the propagation of multipaths depends on the
configuration of the connection. Vertical channels are distinguished by a low time dis-
persion, whereas horizontal channels can have long distances from several paths. The
calculation of the spread is a powerful function of the depth and distance between the
transmitter and the receiver.

Figure 1.13 – Multipath due to reflection on surface and bottom

28



Figure 1.14 – Multipath due to varying sound speed

Highdelay anddelay variance: The propagation speed in theUW-A channel is five or-
ders ofmagnitude lower than in the radio channel. This large propagationdelay (0.67s/km)
and its variance can reduce the system throughput (48). The underwater acoustic prop-
agation speed can be expressed empirically as in (47):

C(z, S, t) = 1449.05+ 45.7t5.21t2 + 0.23t3 +(1.3330.126t+ 0.0009t2) ∗ (S− 35)+ 16.3z+ 0.18z2 (1.6)

Where t = 0.1 ∗ T, T represents the temperature in °C, S is the salinity in ppt, and z is
the depth in km. The propagation speed varies between (1450 m/s -1540m/s).

Doppler spread: The Doppler frequency spread causes degradation in the perfor-
mance of digital communications and generates two effects: a simple frequency transla-
tion and a continuous spreading of frequencies, which constitutes a non-shifted signal.
The former is easily compensated at the receiver when the effect of the latter is harder to
be compensated for (50). Assuming a channel that has a Doppler spreadwith bandwidth
B and a signal has symbol duration T, and then there are approximately BT uncorrelated
samples of its complex envelope. When BT is much less than unity, the channel is said
to be underspread and the effects of the Doppler fading can be ignored, while, if greater
than unity, it is said to be overspread (4).
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1.4.5 Constraints and challenges in UWSNs

Intense research is currently underway on the establishment of effective network solutions
for underwater acoustic sensor networks. Although there are several recently developed
protocols for wireless sensor networks, the different characteristics of underwater com-
munication systems present different challenges, which can be summarized as follows:

• The propagation delay in the submarine communication is 5 times higher than the
Hertzian chains.

• Due to the extreme characteristics of the underwater channel as gray region, the
temporary loss of connectivity is often followed by high bit error rates.

• The high noise resulting from transport and machinery activity is a concern in the
networks of underwater sensors.

• Underwater sensor devices are very expensive and their availability on the market
is very limited.

• The bandwidth available for aquatic sensors is extremely limited.
• The undersea networks are seriously damaged, this is mainly due to the multi-trip.
• Battery power capacity is limited and generally the batteries cannot be recharged,

also because solar energy cannot be harnessed.
During this research, we were interested in highlighting the following challenges:

• The speed of sound slower than the speed of light by several orders of magnitude,
the transit time of packets between underwater wireless communication nodes is
another major challenge. This can lead to packet collisions and thus lower direct
network sales rates. Unfortunately terrestrial transport protocols medium are not
adapted to this type of aquatic medium. the transport layer is totally unexplored
area, unlike the physical, network and data link layers that have been significantly
enhanced (35). Improving TCP in UWSNs may seem a big challenge to get out
with a reliable data transmission protocol adapted to acoustic channel in this envi-
ronment, this is the reason why Chapter.2 was devoted to study the behaviour of
the traditional TCP transport protocols in this kind of environment. Subsequently
we presented two improvements studies of NewReno TCP and a new TCP protocol
better adapted and with more efficiency in this submarine environment.

• Underwater sensors are experiencing failures due to corrosion and fouling. Imple-
menting marine networks with a system that adapts and evokes failures or link
failures in submarine communication is very rare because of the high price that
a UWSN agent can cost (51). an adaptive learning strategies will be presented in
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Chapter.3 tomodify the depth of deeply anchored LimitedMobilityAgents (LMAs)
in order to improve the communication of the underwater network.

• Redundancy and unnecessary data transmitted by Sensors; challenges that are very
offen in UWSNs. Guaranteeing a unique collection of information allows efficient
data transmission as well asmore lifetime for the network used. In additionwe have
to ensure a good coverage of the network. This problematic is going to be studied in
Chapter.4 where adaptation methods will be applied for better coverage with less
data redundancy for better quality monitoring.

• With submarine wireless communication network protocol designs, energy savings
are a major concern, especially for long-term aquatic monitoring and sensing appli-
cations anddue to themobility of its nodes,most energy-efficient protocols designed
for terrestrial wireless networks are not feasible. Therefore, more attention should
be paid to the architecture of routing protocol in submarine wireless networks. A
study of the effect of routing protocol in term of energy saving will be raised in
Chapter.5.

1.5 Conclusion

In this chapter, we presented a general view of WSNs and UWSNs with their differ-
ent applications, problems and design domains. A distinction was made between these
two worlds, and we presented a general view of challenges faced in the communication
through an Underwater Wireless Sensor Networks. In the next chapter, we will present
a comparative analysis of the actions of WSN transport protocols in the underwater en-
vironment with various metrics and scenarios and using various routing protocols. On
the basis of this work, a thorough analysis and adaptation of the TCP parameters will
conclude with the submission of a new Underwater TCP.
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2.1 Introduction

Internet of Underwater Things (IoUT) are defined by Underwater Wireless Sensor Net-
works (UWSNs) which are a networks that consist of sensor nodes deployed in under-
water environment to perform specific tasks such as monitoring physical phenomena in
water and target detection. this network admits a large set of applications that ranges
from scientific, environmental, commercial to military applications.In an underwater en-
vironment, the exploration and improvement of ocean observing systems is done using
a specific submarine support dedicated to obtaining and exchanging important informa-
tion. The transmission of data is done using submarine sensor. The use of this type of
network is fundamental in various fields of application, namely the control of pollution
of oceans and rivers, as well as the forecast of natural disasters such as the tsunami. The
oil industry also uses UWSNs (52).

With the recent development of the last decade in acoustic transmission techniques,
data transmission in underwater environment is becoming a reality. Previous studies have
suggested that the TCP protocol is inadequate for UWSN. The reason behind this, is that
TCP depends on accurately measuring the Round Trip Time (RTT) in order to appro-
priately adjust the congestion window. The long propagation delay of acoustic waves in
water increases the RTT which adversely affects the TCP throughput. Furthermore, the
high variability of the RTT makes it difficult to adjust the timeout value as the TCP con-
gestion mechanism. It is difficult to distinguish between long propagation delays and
missing acknowledgment. Furthermore, the TCP performance underwater is further re-
duced due the high error rates on the acoustic connections though, this phenomenon is
also encountered in wireless radio networks(39).
Improving TCP performance in WSNs has been a focus of research activity for several
years but research in underwater networks environment has not been deeply addressed.
The characteristics of the underwater wireless network have a significant impact on TCP
performance due to its differences from standard and wired wireless networks. The use
of acoustic waves gives a very long propagation time, with a low bandwidth and a high
probability of error and a specially limited energy with considerable packet losses due
to what is error of privilege, resulting in delays of significant variations. These sudden
delays violate most of TCP design assumptions.

In this chapter, we will firstly present a study of the behavior of two TCP variants
under two different routing protocol families widely deployed in UWSN, the first being
derived from the proactive routing protocol family: Destination Sequenced Distance Vec-
tor (DSDV) and the second comes from the reactive routing protocol family: Ad hoc On-
Demand Distance Vector (AODV). In order to better discover the effect of UWSNs on the
behavior of TCP Vegas and TCP New Reno and in order to provide some guidelines that
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will service for performance tuning, we start by investigating the impact of Packet Size and
the number of TCP connections performances over underwater environment usingAODV
and DSDV as routing protocols. Secondly, we will focus on evaluating the performance
of TCP NewReno (53), as a transport layer protocol in a UWSN in order to improve its
performance in this type of environment. Particular attention was paid to study the effect
of controlling the maximum TCP window and to quantify the effects of various factors
in a UWSN and simulating different scenarios to define the best parameter setting that
ensures good communication in this subsea network.
The fifth section of this chapter proposes an improvement of TCP New-Reno to enhance
its performances according to the UWSN characteristics bymodifying the parameters val-
ues mainly adjusting the RTT timeout. In other words, we propose an appropriate setting
of the TCP variant NewReno which is used especially for the UWSNs.Section 6 defines a
new TCP adapted to this environment named Underwater New Reno tcp (U-New Reno
tcp). Our proposed protocol is able to monitor the maximum size of the congestion win-
dow and adapt the RTT waiting time at the same time. The last Section gives a general
conclusion of our works.

2.2 Related Work

There is a myriad available studies that focus on the performance of TCP in terrestrial
WSNs. However, very few studies have tackled the counterpart problem in UWSNs. In
this part, we shall present some previous works related to TCP performances using DSDV
and AODV routing protocols in both UWSN and in WSN for the sake of completeness.In
addition to some previous works which treated the improvement of TCP whether in the
normal network WSN or in the submarine network UWSN.

Several studies were set up to assess and improve the routing performance of AODV
and DSDV protocols in WSNs (54, 55, 56). In an ad hoc network, AODV being a reactive
protocol it gives the mobile nodes an easy and quick adaptation to dynamic link disputes
since it holds information from routes to active destinations only which allows mobile
nodes to have accurate information in a short time (57).The proactive routing protocol
DSDV is suitable for routing ad-hoc networks from the conventional Routing Information
Protocol (RIP). It is based on adding the sequence number as a new attribute in the RIP
routing table, based on this new attribute the mobile nodes can prevent the formation of
routing loops because they now know the last value of the route saved to those already
outdated (58). The use of AODV is highly recommended for the transmission of high
video packets as it is proven in the comparative study in (59) with DSDV and OLSR an-
other routing protocol for Optimized Link State Routing Protocol (60), since it gives good
performances in terms of bandwidth with low packet jitter.
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To address the challenges of information routing in UWSNs, different routing proto-
cols have been proposed. Vector based forwarding (VBF)(61) is part of this underwater
proposed protocols, (DBR) (62) is also a suitable routing protocol for this environment.
In (63) Zhang, Li, and Chen present LAFR routing protocol based in link state and feed-
back adaptive. Furthermore, to thework in (64) gives a new routing protocol calledDREE
based on reliable distance and energy efficiency. In addition of a new routing protocol pro-
posed in (65) to solve the problemof energy consumption in a reliable and efficientway. In
(66), the authors describe a new efficient data collection assisted and in (67) a layer-based
flood routing protocol based on the layer angle is presented. Thus, decreasing the energy
consumption of the network and increasing the data transfer rate with a short delay are
the basic requirements for the proper functioning of different types ofmarine applications
that all these proposed protocols must meet(68), while different performance metrics for
mobile ad hoc networks were considered and compared such as routing overhead, Packet
Delivery Ratio, throughput and end to end delay (61, 62, 63, 64, 65, 66, 67).

In (69), authors present us a performance analysis specific to each type of TCP, starting
with TCP Tahoe, passing by TCP Reno and TCPNew Reno (70) and at the end TCP Vegas
under congestion. In this work the authors resorted to NS-2 to simulate these four types
of TCP and analyze the results in terms of throughput, packet drop rate, and latency. Dif-
ferent research studies to solve TCP congestion problems inMANETwere reported in the
literature. For instance, Hamamreh and Bawatna (71) present the most varied TCP that
have the ability to maintain a good end-to-end behavior. Furthermore, the authors give
a study analysis to adjust the value of the network size, define the mobility of the nodes
with different conditions of the wireless channels in order to increase the performance
of TCP over MANET. In aquatic communication several studies have proved that among
essential characteristics in a long link is the data rate as well as a wide propagation delay,
moreover all applications that are based on TCP their features severely degrade the end
to end yield. To deal with this problem, a new Linear Coded Digraph Routing (LCDR)
was presented by Chin-Ya, Parameswaran and Kewal in (72). Based on the multiple path
routing solution combining this protocol with the local sequencing solutions it also uses
the network coding principle and adapts a management mechanism for the detection of
data duplication.

During congestion, a source node cannot restore its congestionwindow in a short time
to return to its normal state which is negatively reflected on the return of TCP perfor-
mance when RTT is too long (73). In (74) to mitigate and avoid congestion, the authors
propose an efficient model to improve the functioning of TCP, this model uses the seg-
mentation in a way that its transmission of data is faster and to increase its throughput.
The proposed mechanism is shown to improve the transmission mechanism of TCP in a
considerable way. In (75), Albuquerque et al. study the effect of TCP Packet Size in a con-

38



gested link environment and correlated errors channel, they present the relationship of
the ratio α with respect to round trip links in a network of a single TCP Reno connection.
Albuquerque et al. support their study by performing extensive simulations using ns-2
Network Simulator.

To resolve the problem of congestion, an improved variant of TCP is proposed in (76)
called TCPNewBR. In thiswork, authors select themore accurateACK time interval based
on the bottleneck links to adaptively estimate the available bandwidth. NewBR TCP uses
modified algorithms for faster retrieval depending on the length of the bottleneck link
queue.

Another variant was the subject of study in wireless networks. Authors in (77) have
studied the SmoothTCP variant comparing it with the standard TCP in simulated me-
dia with and without parasitic errors. The experimental results show that in both cases,
SmoothTCP performs better with respect to the variation of round-trip time.

Authors propose in (78) a method which limits the maximum window size. As a
result, this leads to increase the throughput. In this multi-hop architecture, the author
used fixed nodes numbered from 0 (the transmitter) to N (the receiver) with a range of 70
m between nodes and a link bandwidth set at 150 kbps. They come out with two criteria:
the effect of the number of hops and the effect of themaximumsendingwindow limitation
over Hybla. Then, they compared the results between improved Hybla and those related
to NewReno. It has been shown that: First, although Hybla presented better throughput
than NewReno when the number of hops is between 2 and 5, it still requires an adequate
setting of RTT0 to reduce the buffer overflow. But this represents a challenging issue
because the RTT is not stable in UWSN environment. Second, Hybla did not experience
any significant improvement when applying the maximum sending window limitation.
Contrariwise, NewReno throughput is improved in all the packet size cases.

2.2.1 Network Model

In this work, to describe the systemmodel used, the architecture depicted in Figure 2.1 as
architecture of our underwater sensor network regarding all studies and improvements
of this Chapter.

39



Figure 2.1 – Network Architecture

This architecture is composed of a cluster of 100 submarine nodes placed at the same
underwater level, this cluster contains the TCP sources and for the data collection we set
one single underwater sink in the middle of this cluster. After collecting the data, the
submarine sink station will transmit this data to the surface sink which will diffuse these
data to the ground center station using radio communication. The transmission range
between sensor nodes varies between 75 and 84 m. All sensors are static and placed on a
fixed common height, and the initial energy is 10 kJ for each node.

2.3 Assessing theperformance of different TCP congestionmech-
anisms in UWSNs

2.3.1 Introduction

In this work, we start by studing the behaviour of different standard TCP Variants,mainly:
- Tahoe: That is caracterized by it’s Slow-Start phase + the Congestion avoidance phase
+ the Fast retransmit phase
-Vegas: That is a proactive approach of Reno, modifying the Slow-Start phase + the Con-
gestion avoidance phase + the Fast retransmit algorithms
- Sack: That is an enhancement of Tahoe TCP, where the sender only needs to retransmit
the segments that have actually been lost.
- Reno: That is composed by Tahoe + Fast recovery phase
- NewReno:That is based on TCP Reno + Fast recovery modified phase

After many simulations we come out that TCP Vegas and NewReno, give as the best
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performance results compared to the other variants. Inwhat follow,wewill consider these
two TCPs Vegas and NewReno for our study.

2.3.2 SystemModel Analysis

Network Model

the network model used in this work will define the architecture of UWSN as showed in
Figure 2.1 in the Network Model of the SubSection 2.3.2. In addition to that, to route data
from sending nodes to sink node, AODV and DSDV were implemented as routing proto-
cols then, BroadcastMac, UnderwaterPhy were respectively used for MAC layer protocol
to access channel and physical layer.

TCP model analysis

In this work, we consider the performance of TCP Vegas and TCP New Reno in underwa-
ter environment under different settings for three main reasons.
First, TCP Vegas is known to be a viable choice in UWSN due to its ability for fast reactiv-
ity when it comes to retransmitting a lost segment.
Second, TCP Vegas is able to anticipate congestion, and to adjust its transmission rate ac-
cordingly. Third, TCP Vegas has an efficient slow-start mechanism which avoids packet
losses while trying to determine the available bandwidth (79). In addition, whenever
packets are sent by the sending host, TCP Vegas examines these RTTs (propagation de-
lay) and checks the size of its window. TCP Vegas detects that the network starts to be
congested and limits the size of the window when RTTs take large values, and it is as-
sumed that the network is free of congestion and increases again the size of the window
when RTTs take this time small values and the window size is updated in the congestion
avoidance phase as described in what follow:
TCP Vegas detects incipient congestion by comparing the measured throughput to its no-
tion of expected throughput. Vegas defines a given connection’s Base RTT as the mini-
mum of all measured round trip times.Expected throughput is defined as:
Expected = CWND/BaseRTT
CWND= Size of the current congesion window
the current flow throughput is estimated using the actual round trip time as follow:
Actual = CWND/RTT
RTT= the actual round trip time of a packet
Vegas then, compares the actual round throughput to the expected throughput and com-
putes the differenc as :
Diff= ( Expected - Actual) BaseRTT
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if (di f f < α) then cwnd(t + t′) = cwnd(t) + 1 (2.1)

if (diff> β) then cwnd(t + t′) = cwnd(t)− 1 (2.2)

else cwnd(t + t′) = cwnd(t) (2.3)

Were α and β are two thresholds, α < β , roughly corresponding to having too little
and too much extra data in the network, respectively.

For our second choice, which is TCP New Reno, its default mechanism relies on the
size of the windowwhich is changed cyclically in a typical situation since its window size
continues to increase until the packets are lost. Twophases can be distinguishedwhere the
window size of TCPNew Reno is increased, firstly in the slow start phase and secondly in
the congestion avoidance phase. When at the instant (t + t ’) TCP receive an ACK packet
(acknowledgment) the size of the current window cwnd (t + t ’) is updated from cwnd
(t) for each different phase as follow:
For the Slow Start Phase:

if cwnd (t) < ssthresh (t)
cwnd (t + t’) = cwnd (t) + 1

For the Congestion Avoidance Phase:

if cwnd (t) > ssthresh (t)
cwnd (t + t’) = cwnd (t)-1

With, ssthresh (t) refers to the phase change value of TCP from the slow phase to the congestion
avoidance phase.
- cwnd (t)=1& ssthresh (t)= cwnd (t)/2When packet loss is detected by retransmission
timeout expiration;
- cwnd (t)=ssthresh (t) & ssthresh (t)= cwnd (t)/2When TCP detects packet loss by a
fast - retransmit algorithm expiration

Metrics

Underwater environment are much more challenging than traditional wired networks.
Wehaveusedhere somebasicmetrics to analyze our simulated scenarios.TheTCP through-
put, the Packet Delivery Ratio and the End To End Delay were the measures used for
performance evaluation. We can describe these metrics as follow:

• TCP Throughput: as described in the equation (2.4) refers to the amount of deliv-
ered packets to our underwater sink divided by the total time taken.
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Th(bit/s) =
DP ∗ PS8

TTS
(2.4)

With, Th is the Throughput (bit/s), DP is the Delivered Packets, PS isthe Packet Size and
TTS is the Total Time of Simulation.

• The Packet Delivery Ratio (PDR): as described in equation (2.5), its value presents
the proportion of received data by the underwater sink and those generated by the
different source nodes as recorded in the trace file (80).

PDR =
SRP
TSP

(2.5)

With, PDR is the Packet Delivery Ratio, SRP is the Successful Received Packet, and TSP is the
Total Sent Packet.

• The End to End Delay (E2E Delay): it reports the average duration it takes for a
packet of data to arrive from source nodes to the underwater sink, and it is calcu-
lated as follow ( see equation (2.6)):

E2ED =
ATD
TSP

(2.6)

With, E2ED is refereed to the End to End Delay , ATD is The Packet’s Average Time Dura-
tion to rich destination., and TSP represents the Total Sent Packet.

2.3.3 Simulations and Results

Simulation Setup

Performing real-life experiments is quite challenging and costly in under water environ-
ments, therefore, we resort to simulations. We used Aqua-sim environment based on
NS-2.30 to simulate our proposed scenarios. Aqua-Sim, for aquatic networks is a simula-
tion tool for acoustic signal attenuation and packet collisions in UWSNs (81). Further, In
addition, Aqua-Sim is coded with the same code languages as NS2.30 namely Otcl and C
++ which makes integration with it very convenient and easy for accustomed ns2 users,
in addition, whatever changes are made in the wireless package it cannot affect it since all
its files are independent, nor NS-2 packages and vice versa (81). In this work, we consid-
ered two main different scenarios to measure the aforementioned metrics and we set the
experiment parameters according to Table 2.1
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Table 2.1 – Simulation Parameter
Parameter Value
Channel UnderwaterChannel

Propagation UnderwaterPropagation
PHY UnderwaterPhy

Antenna OmniAntenna
Distance 75m, 84m
Frequency 25khz

MAC protocol BroadcastMac
Mac bit rate 10kbps

Delay 25 us
Routing protocols AODV/DSDV

TCP agent Vegas/ NewReno
Simulation Time 500s

• The first scenario as depicted in the flow chart in Figure 2.2 (a) describes the study
of the impact of Packet Size. The network starts with a value of TCP Packet Size
equal to 10, this parameter takes the values of, 50, 100, 150 and 200.

• The second scenario as illustrated in Figure 2.2 (b) is interested in studying the be-
havior of TCPVegas and TCPNewRenowhen changing the number of TCP connec-
tions in the Underwater Network. We start with 8 as initial value of the number TCP
Connections and after each simulation we measure the value of each Metrics then,
we increment the number of TCP transmitters by 2 and we repeat the simulation
until the last value of TCP connections number which is equal to 20.

Results and Discussion

This section reports the simulation results and analysis of different scenarios studied in
this work.

Varying the TCP Packet Size

This scenario presents themeasures of throughput, PDR and end to end delaywhile vary-
ing TCP packet size. For all the variants of TCP: Vegas and New Reno, we fixed the Size
of packet in TCP Sink to 250 and we simulate with 16 TCP connections in a Network of
100 nodes.
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We started by calculate the average throughput described in (1), the results are depicted
in Figure 2.3 where the evolution and behavior of TCP Vegas, and New Reno describe the
average throughput while varying the TCP Packet Size. It is clear that Throughput with
DSDV is much better than the throughput with AODV. Both of them give us the highest
performance with a value of 100 as Packet Size.

Figure 2.2 – Flow Chart of our scenarios
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Figure 2.3 – Throughput of (a) Vegas, (b) New Reno
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Figure 2.4 – Packet Delivery Ratio of(a) Vegas, (b) New Reno

Figure 2.4 depicts the evolution of PDR while Packet Size increases from 10 to 200. As
we can observe with (a) TCP Vegas no change has been noticed for AODV but this varia-
tion did affect DSDVwhich gave us good results and especially with the value of 100. The
Delivery Ratio has more than 35% of packet delivering with DSDV when the packet size
is equal to 100. In (b) TCP New Reno, higher PDR is given while using AODV Routing
Protocol which takes up 70% when Packet Size is 10, in other hand, the DSDV routing
protocol allows New Reno TCP to rich 35% of delivering Packet.
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Figure 2.5 – Average End to End Delay (a) Vegas, (b) New Reno

Figure 2.5 indicates the average end to end delay of TCP (a) Vegas and (b) New Reno
which are roughly similar for the two routing protocols. With AODV as Routing Protocol
it is clear that it takes a slightly more time because it needs to discover the routes before
sending data which is not necessary for DSDV while increasing the TCP Packet Size.

Varying the number of TCP connections

In the second scenario we evaluate the impact of TCP connections number, as we start our
evaluation by simulating eight TCP connections in the network and we continue to incre-
ment until having 20 TCP connections with a network of 100 static nodes. The TCP Packet
Size used with TCP Vegas is defined by 100 and with TCP New Reno is 50 based on the
results of the first scenario where we found that those sizes yield good result regarding
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the number of transmitted packets with a good throughput.

Figure 2.6 – Throughput of (a) Vegas, (b) New Reno

The graphs in Figure 2.6 show that the best throughput for both Routing Protocols is
obtainedwith 10 TCP connections in the network for (a) Vegas and increasing the number
of TCP connections gives better throughput with a best value at 16 TCP connection in
the network for (b) New Reno. And as we can see, the average throughput takes great
values while using DSDV Routing Protocol in front of AODV Routing Protocol for both
TCP Vegas and TCP New Reno. In addition, we note that the rate of throughput is more
important with TCP New Reno which takes more than 8 Kbit/s in front of a maximum
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value of 3.2 Kbit/s for TCP Vegas.

Figure 2.7 – Packet Delivery Ratio of(a) Vegas, (b) New Reno

The Delivery Ratio depicted in Figure 2.7 shows a large increase of delivered Packet
with (a) TCP Vegas while using AODV when increasing the number of TCP connection
from 8 to 12. However we can see that the best result for both protocols is obtained in
10 TCP connections, and goes to 12 TCP connections for AODV. With TCP New Reno,
as depicted in (b) the PDR takes best results with 16 TCP Connections for both Routing
Protocols,0,3% of Delivered Packet with DSDV and 0,7% with AODV.
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Figure 2.8 – Average End to End Delay (a) Vegas, (b) New Reno

Figure 2.8 describes the average end to end delay where, using both Routing protocols
give a similar progression in general while Number of TCP Connections increase but due
to the reactive nature of AODV its average end to end delay exceeds.

2.4 ControllingMaximumWindow of TCPNewReno inUWSNs

This section presents the first improvement of the TCP NewReno, we will focus on the
control the Maximum TCP Window of NewReno in this environment.
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2.4.1 Proposed approach

Our goal is to have better flow control management by appropriate transition between
slow start and congestion avoidance phases. For this purpose, we will vary between 1
and 20 the values of the size of the upper limit of the congestion window with a step of 1.
To implement the proposed solutionwe also defined some parameters used in(82). These
parameters include the values of the Initial Window (IW) and the Maximum Segment
Size of the Sender (SMSS) defined in Equation 2.7 which give us the generated setting
parameters that will be used in the UWSNs simulations as described in the Pseudo Code
1. For the network model used to evaluate our improvement, we used the same network
model architecture described in Figure 2.1 in the Network Model of the SubSection 2.3.2.

IW =


4 ∗ SMSS, SMSS ≤ 1095, (MAXsegment = 4)
3 ∗ SMSS, 1095 ≤ SMSS ≤ 2190, (MAXsegment = 3)
2 ∗ SMSS, SMMS > 2190, (MAXsegment = 2)

(2.7)

Parameters Evaluations

In this work, we chose to evaluate the performance of TCP NewReno in UWSNs, we start
by studying the behavior of its default parameter in this marine environment. The results
of this initial simulations allowed us to determine the metrics that will be studied based
on the trace file results. As first conclusion we found that the delivery of data is not stable
and sometimes no packet is delivered. Another observation always with packet delivery,
we have noted that in certain cases there is a high rate recording of duplication of the
packets delivered, which leads us to define the studied metrics in this work as following:
The number of packet delivery and the retransmission rate of the segments that were
successfully received.

Packet Delivery: To study the performances of the TCP as transport protocol in the
UWSNs begins by studying this metric since, when the number of received packets in-
creases it affects the good function of the TCP with a good development of the adjust-
ments of these parameters. This metric can also be calculated by counting the sequence
numbers received during one simulation, since each packet is referenced by a sequence
number specific to it. Thus it is concluded that the performance of TCP in terms of packet
delivery depends on the number of packets received or the number of sequence numbers
received in each simulation.

Retransmission Rate: UWSNs are known by the problem of energy efficiency, study-
ing performance in terms of energy efficiency is feasible by the metric packet retransmis-
sion rate. It is the average number of times each packet has been received. The less value
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of this metric is, the better the performance of the TCP will be.

2.4.2 Simulation and Results

Simulations Environment

We chose to evaluate the reactive variant of TCP NewReno (70)since its derivative and
widely deployed, and its performances were evaluated in different conditions similar to
our needs. To carry out our simulations, we will use the reactive routing protocol DSDV
(58) as studied in our previous work in(3).
To check our systemwe opted to useAqua-sim (81), anNS2 based simulation software for
UWSNs to analyze the simulations bymeasuring theQoS parameters. General simulation
parameters are described in Table 2.2.

Table 2.2 – Simulation parameters

To study the TCP behavior, we have systematically changed themaximum size of win-
dows and the value of the SMSS, and IW constant to indicate the impact of these pa-
rameters on the performance of the subsea network. In the underwater simulator tool,
the parameters SMSS, IW, upper limit of the congestion window, are respectively named:
’packetSize_’, ’windowInit_’, ’window_’.

Initial simulations with the default values of TCP NewReno and the new ones were
performed as showed in Table 2.2 which involves different simulation parameters, from
the lowest network load to a very high level.

53



Table 2.3 – Value of NewReno TCP parameters

In order to better study the behavior of TCP NewReno, we performed different types of
network scenarios, we tested and varied New Reno TCP number connections as shown
in the TCP NewReno parameter’s in Table 2.3. In first scenario we include 25 TCP nodes
NewReno sources and in the second scenario we used 50 nodes sources of TCPNewReno,
in order to demonstrate the effect of number TCP connections on the performance of the
underwater network.

Results and Discussion

In this part simulations results and analysis are presented according to each scenarios.
First Scenario: In this first scenario, 25 transmitters of TCP NewReno are used in our

Figure 2.9 – Performances before & after with SMSS= 1000 bytess

submarine network, the control of the maximum window is analyzed with the variation
of Packet size SMSS between, 2500, 1500 and 1000 bytes, the results present simulations
with defaults parameters and those after the changes. In this scenario, as we can see for
the Packet delivery, Figure 2.9 shows the relevance of controlling the congestion window
limit. Indeed, the simulationwith the TCP default parameters did not record any segment
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Figure 2.10 – Performances before & after with SMSS= 1500 bytes

Figure 2.11 – Performances before & after with SMSS= 2500 bytes

reception. Conversely, the reception of segments is obtained for a limit fixed to 1 for this
case. The same applies to the other two cases with improvements of +6.3% as Figure 2.10
shows, and +12.5% as presents Figure 2.11. It should be noted that the optimal improve-
ments at this stage are achieved for small values of thewindow size upper bound between
1; 5. An explanation could be that the traffic that is related to the source nodes increases,
which would cause more risk of collision or interference hence the need to inject less traf-
fic at the same time. The principle of reducing retransmission rate, is achieved in all cases
when it is applied with a Control of the upper window limit as follows: -100% in Figure
2.9, -6.8% in Figure 2.10 and -12.2% in Figure 2.11.

Second Scenario: The results of the simulations in this scenario concerning the effect
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of maximum window control in a network that has 50 nodes of TCP NewReno Source,
and it refers to simulations with default parameters against those after changes with the
variation of Packet size SMSS between, 2500, 1500 and 1000 bytes.

Figure 2.13 and Figure2.14 show similarities concerning the Packet delivery. In-

Figure 2.12 – Performances before & after with SMSS= 1000 bytess

Figure 2.13 – Performances before & after with SMSS= 1500 bytes

deed, no reception is recorded during simulation before improvement. However, once an
adequate size of the upper window limit size is found, the packet delivery starts to be ob-
served. There are 12 and 16 packets respectively for 1500 bytes and 1000 bytes cases. The
2500 bytes case shows a shift from 10 to 9 packets or -10% (cf. Figure 2.12), which repre-
sents a lower disadvantage given the perceived gain when taking into account the other
metric. The relatively small values of the maximum size of the congestion window for all
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Figure 2.14 – Performances before & after with SMSS= 2500 bytes

cases show consistency. This could be the fact that this configuration, in addition to the
disadvantageous characteristics of the channel, is conducive to more collision, interfer-
ence, long queues caused by the volume of traffic generated. Thus, avoiding unnecessary
packet loss could find its meaning in the use of congestion window limited to relatively
small values. Only the 2500 bytes case shows improvements of -26.8% of Retransmission
ratio this is what Figure 2.12 depicts where window value is equal to 1.

2.5 Adapting the appropriate RTT timeout of TCPNewReno in
Submarine Communication Networks

In this section, we present another improvement of NewReno TCP while adjusting the
RTT time Out to this TCP in UWSNs.

2.5.1 Proposed work

Our study used the underwater architecture described in Figure 2.1 in theNetworkModel
of the SubSection 2.3.2. This architecture is based on 100 static nodes emerged and fixed
at the bottom of the water where we vary the number of TCP NewReno transmitters, in
the middle of this cluster we have an underwater sink for the collection of packets sent.

The characteristics of the channel in the UWSNdiffer particularly in terms of propaga-
tion time that varies in a manner that affects the RTT timeout. As a result, the estimation
of the Round-Trip Time (RTT) waiting time becomes a necessity to improve the manage-
ment of the flow control.
A rough calculation of the value of RTT timeout is done by adjusting the ’rtxcur_init’ pa-
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rameterwhich initializes the ’t_rtxcur’ parameter. This value varies between 1 and 20with
a step size of 1 by taking into account the directions proposed in (83) which includes the
introduction of the value of the initial window (IW) and the maximum size of the sender
segment (SMSS) as presented in equation 2.8.

IW =


4 ∗ SMSS, SMSS ≤ 1095, (MAXsegment = 4)
3 ∗ SMSS, 1095 ≤ SMSS ≤ 2190, (MAXsegment = 3)
2 ∗ SMSS, SMMS > 2190, (MAXsegment = 2)

(2.8)

For the value of themaximumwindow, itwas guided by the result found in our contribution(84)
where several studies and simulations have allowed us to find the adapted values taking
into account the nature of the underwater environment. To adjust these changes, we im-
plemented the Pseudo Code 1 to modify the source code in Aqua-sim (81) tool on ns2
simulator network (85) coding on C++ language.

Algorithm 1 Adjusting of NewReno TCP parameters.
Input: rtxcur_init: Parametter that initialise the round-trip time (RTT)
Input: IW, SMSS: Metric measurements

1 for <i=1; 20> do
2 rtxcur_init← i

if (SMSS > 2190 ) then
3 IW ← 2 ∗ SMSS

4 if (SMSS <= 2190) then
5 IW ← 3 ∗ SMSS

6 if (SMSS <= 1095) then
7 IW ← 4 ∗ SMSS

To evaluate the adapting value of these parameters we used two performance metrics
which are the Packet Delivery and the Packet Retransmission rate.
- Packet Delivery: It indicates the number of packets received in each communication
or simulation. This metric defines the good functioning of the studied TCP. When the
number of received packets increases one can say that the performances of the protocol
TCP are good (84).
- Retransmission rate: It represents the average time of each packet has been received.
For this metric the smaller its value, the better the performance of the TCP used (84).
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2.5.2 Simulation and Resutls

Similation Setups

The study was conducted by running simulations using tools called Aqua-sim which is
based on the NS2-30 network simulator(85). The effectiveness of Aqua-sim to simulate
acoustic signal attenuation, packet collisions in underwater sensor networks and support
three-dimensional deployment are discussed in (81). The simulations are designed to
compare the performance of the behavior of the standard version of TCP NewReno with
the adapted version after the change of the values of the study parameters in this work.
We then, adapt changes by performing experiments in multiple scenarios with different
parameter values to measure the performance of the new version of TCP NewReno in
UWSNs.

The scenarios studied in this research aim to test the behavior of TCP NewReno after
adapting the estimate of RTT in different environments. We chose to vary the number of
TCP densities in the network in each scenario. The first scenario had 12 NewReno TCP
transmitters and the second scenario had 25 NewReno TCP sources. In each scenario we
used the implementation as explains the Flow chart below in Figure 2.15.

The simulation parameters of this work is summarized in Table 2.4. It describes the
general simulation parameters on underwater environment, which consist of some pa-
rameters and values such as: the type of the used Channel, the type of the Propagation
and kind of Antenna and so on. Based on previous work (3) ,we choose to use DSDV (58)
as Routing protocol. Regarding the values used for New Reno TCP parameters, Table 2.5
gives us an idea about the values that were used in this research.

Results & Discussion

The results of the first scenario concern a network that contains 12 sources of TCPNewReno.
To estimate the delay time RTT we will start by setting the parameter ’rtxcur_init’ from 0
to 20 which initializes the parameter ’t_rtxcur’ and we vary the packet size between 1000,
1500 and 2500 bytes Figure2.16. 5 and Figure2.18 . 7 describe the results before and af-
ter adapting the appropriate ’rtxcur_init’ value of TCP NewReno parameters. As we can
see for the Packet Delivery, those two cases show a relative increase in gain +11.1% and
+25.0% respectively.

On the other hand, the casewhile using a Packet Size of 1500 bytes the results depicted
in Figure 2.17 shows a decrease of -12.5%, which may seem to be a disadvantage because
the possibility of improving the number of delivered packets (up to 9) is possible for ’rtx-
cur_init’ values at 8. However, the disadvantage is the retransmission rate which proves
to be high.
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Figure 2.15 – Flow Chart of the implementation

Moreover, taking into consideration the ’rtxcur_init’ parameter it presents divergent re-
sults. When the 1500 bytes case shows an improvement with a change from 1.8 to 1.6 or
-11.1% gain in Retransmission Figure 2.17 6, the other two cases show improvements of
+55% and +20.8% respectively illustrated by Figure 2.16 and Figure2.18. These situations
show the difficulty of correctly estimating the value of ’rtxcur_init’ in this configuration.

The second Scenario uses 25 nodes sources of TCP NewReno. The improvement of
the packet delivery is observed for the appropriate value of ’rtxcur_init’ as well in this
second scenario. We note an evolution from 18 to 20 which is a gain of +11.1% as shown
in Figure 2.19, from 17 to 23 which is a gain of +35.3% as described in Figure 2.20 and
from 17 to 27 which represents a gain of +58.8% as depicted in Figure 2.21.
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Table 2.4 – Simulation Parameters

Figure 2.16 – Performances before & after with SMSS= 1000 bytess

The value of ’rtxcur_init’ is uniformly 1sec for the last two cases (cf. Figure 2.20 and
Figure 2.21 ), while for the 1000 bytes case this value is 15 sec. However, in the 1000 bytes
case, the best performance with a small value of this parameter is reached at 2 sec with a
number of received segments is remaining at 18 but the reverse is the retransmission ratio
which increases considerably.

The principle of reducing the retransmission rate is achieved in all cases when it is
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Table 2.5 – Value of NewReno TCP Parameters

Figure 2.17 – Performances before & after with SMSS= 1500 bytes

applied, adjustment the value of ’rtxcur_init’ as follows: -2.6% in Figure 2.21 and -4.9% in
Figure 2.20. However, an exceptional increasing by +10% is observed for the 1000 bytes
case in Figure 2.19.
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Figure 2.18 – Performances before & after with SMSS= 2500 bytes

Figure 2.19 – Performances before & after with SMSS= 1000 bytess

2.6 TCPU-NewReno: aTransmissionControl Protocol to Enhance
Transmission Communication in UWSNs

2.6.1 The Proposed Protocol: TCP Underwater NewReno (U-NewReno)

Preliminaries

It is in layer 4 of the transmission protocols where the TCP guarantees a reliable delivery
of the packets while keeping the order of these packets with an end-to-end, connection-
oriented transmission for all network applications byusing the IP service (86). Thismeans
ensuring a connection establishment where TCP uses the "three-way negotiation" mecha-
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Figure 2.20 – Performances before & after with SMSS= 1500 bytes

Figure 2.21 – Performances before & after with SMSS= 2500 bytes

nism as explains the Figure 2.22 and the close of TCP connection as depicted in Figure 2.23.
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Figure 2.22 – Three-way handshake mechanism Figure 2.23 – Closing the TCP connection

As we know, New Reno TCP is an extended version of the known Reno Transmission
communication protocol based on what was said in RFC 3782(53).In the fast recovery
phase TCP New Reno is identified by its enhanced retransmission process, which allows
it to recover several packet losses in a data window. The appearance of a partial ACK oc-
curs if multiple packets are lost, so a partial ACK does not recognize all pending packets
at the beginning of a fast recovery (the sender quickly leaves the recovery station) in ad-
dition, sender must wait until the end of the waiting period.
In the Slow-Start state is a mechanism that allows you to increase (exponentially) the flow
of the source. The Slow-Start phase ends with a generation of lost packets by saturating
the reception buffers of the source. As soon as a first loss is detected, the source switches
to the congestion avoidance mode to smoothly increase its flow rate.
In the Fast retransmission, this state is characterized by the retransmission of the lost
packet and assigning themax value of (FlightSize / 2, 2) to slow-start threshold (ssthresh)
where FlightSize refer to the number of unacknowledged segments transmitted already.
Thus, ssthreshwill decrease to+3 andwill be assigned to theCongestionWindow (cwnd)
then the sender gets into state of fast recovery. After receiving several duplicate ACKs
(typically three), the sender infers that there has been a loss and enters to the Fast Recov-
ery phase, where NewReno retransmits the last unacknowledged segment, puts ssthresh
at half the congestion window’s size, and reduces also its cwnd by half.
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Table 2.6 – Nomenclature of TCP parameters in WSN and UWSN

Motivation and objective

Our motivation comes from our two previous works (84), (87) in which we proved the
feasibility of varying the CWND parameter to improve the TCP in an acoustic transmis-
sion (84) andwemanaged to adapt the initial value of RTT parameter in our secondwork
(87). Applying the results of these two works simultaneously for a more adequate adap-
tation is the main objective in this work. As a result, we come out with U-NewReno an
adaptive underwater version of New Reno TCP to enhance the performance of the com-
munication of transmission in the underwater wireless sensors network.

Implementation of the algorithm

To implement our algorithm, we used equation 2.9 which determines the value of the
initial window (IW) in relation to the maximum size of the transmitter segment (SMSS)
(83), in order to firstly try to better manage the flow control by tuning the appropriate
transition from slow-start and congestion avoidance mode, and secondly minimize the
abusive RTT timeout and fix its appropriate initial value. In submarine vocabulary, for
acoustic signals the parameters of the TCP used are presented in the following Table.2.6
Figure 2.24 describes the flow chart of the simulation with the adjustment of TCP param-
eters in order to implement our new Parameters were set up by following Algorithm.2 to
adjust U-NewReno TCP parameters.

IW =


4 ∗ SMSS, SMSS ≤ 1095, (MAXsegment = 4)
3 ∗ SMSS, 1095 ≤ SMSS ≤ 2190, (MAXsegment = 3)
2 ∗ SMSS, SMMS > 2190, (MAXsegment = 2)

(2.9)
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Figure 2.24 – Flow chart of the simulation with the adjustment of TCP parameters

2.6.2 Performance and Simulation Setup

Performance and general design

The general design to test the implementation of U-NewReno TCP as exposed in Figure
2.1 in the Network Model of the SubSection 2.3.2. Where the transmitted nodes will sens
TCP NewReno packets to the sink station.
To access the channel, we use the predefined protocols in the Aqua-sim simulator and
also for the physical layer, we use the underwaterPhymodule end as Routing protocol we
used DSDV.
To evaluate our work, we compare U-NewReno with the initial NewReno. we used 3 sce-
narios to analyze our protocol, each scenario contains different number of nodes, scenario
A with 12 nodes, scenario b contains 25nodes, and finally scenario C with 50 nodes. On
the other hand, three data packet lengths of 1000, 2000 and 2500 bytes were analyzed in
each scenario. The execution time of the simulations was 300 seconds. Table 2.7 describes
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Algorithm 2 Adjusting of the U_NewReno TCP parameters.
Input: window_: Upper limit of the congesion window
Input: rtxcur_init: Parametter that initialise the round-trip time (RTT)
Input: IW, SMSS: Metric measurements

8 for <i=1; 20> do
9 window_← i

for <j=1; 20 > do
10 rtxcur_init← j

if (SMSS > 2190 ) & (IW = 2* SMSS) then
11 packetSize_← 2500

12 if (SMSS <= 2190) & (SMSS >1095) & (IW = 3 * SMSS) then
13 packetSize_← 1500

14 if (SMSS <= 1095) & (IW = 4 * SMSS) then
15 packetSize_← 1000

general simulation parameters and Table 2.8 describes the simulation parameters of U-
NewReno TCP.

Evaluated metrics

In what follows we present the metrics measured to evaluate the performance of our U-
NewReno TCP which are the number of packet delivery and the retransmission rate of
segments received.
Packet delivery: this parameter helps us to follow the influence of the changes made on
the number of transmitted data, in other words the number of segments received. Con-
sequently, the more packets are delivered, the better the performance of our TCP.
Retransmission ratio: a very important metric in submarine communication since it in-
forms us about the number of times a segment is received. In the same time, it gives in-
formation on lost energy which is one of the major problems in the marine environment.
This value should be as low as possible.

Simulation tool

We used Aqua-sim (81) as a simulation tools which is based on NS2 to simulate and
evaluate our proposed TCP U-NewReno. The advantage of using Aqua-sim consists in
the presence of a simulation package which works in parallel with the CMU wireless
package supporting as well NS2 which allows the independence of the wireless package.
Currently, it is composed by 4 files: The Underwater Common, the Underwater Mac, the
Underwater Routing and the Underwater tcl. We find that Aqua-Sim has the same object
orientation of its structure as that of NS2, in addition the Network implementation is also
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done by C ++ classes as well as NS2(88).

Table 2.7 – Description of essential simulation parameters

Table 2.8 – Simulation parameters of U-NewReno TCP

2.6.3 Results and analysis

In this section, the result of the simulations in different scenarios are presented.
Results of scenario (A):

The ideal objective to evaluate retransmission rate is to find a diminution of this factor
in each different case. A goal well realized in the three cases described in Figure 2.25, Fig-
ure2.26 and Figure2.27 which they show that using the TCP U-NewReno can manage to
reduce the rate of retransmission of segments. For the number of segments delivered, it
is also showing an increased number in favor of U-NewReno for the 2 cases in Figure2.25
and Figure2.27, while it remains intact in the case shown in Figure 2.26
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Figure 2.25 – Performances of TCP NewReno vs.TCP U-NewReno with SMSS=2500 bytes

Figure 2.26 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=1500 bytes

Results of scenario (B):

In this second scenario, it is also apparent that the performance of U-NewReno ex-
ceeds those of NewReno especially in terms of number of segments received. With our
TCP U-NewReno, we have 27 segments received while NewReno does not deliver any
segments as shown in Figure 2.28. On the other hand, in Figure 2.29; NewReno received
16 segments but under U-NewReno we were able to reach 23 segments received with a
decreasing of retransmission rate from 4.4 to 3.9 still in favor of U-NewReno. The same
improvement is found in Figure 2.30 with 8 more segments for U-NewReno and low re-
transmission rate.
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Figure 2.27 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=1000 bytes

Figure 2.28 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=2500 bytes

Results of scenario (C):

In this scenario, the adaptation of the two values with our algorithm to determine the
optimal size of the segment and the good initial value of the RTT could give good results
as indicated in Figures 2.31,2.3212, and 2.33. In Figure 2.31 it shows a very significant
improvement in the number of segments delivered, 19 segments for U-NewReno with
only 2.5 retransmission rates ahead of 4.1 for New Reno which receives only 10 segments.
In Figure 2.32, it describes also the increase concerning theDelivery of the segmentswhich
was zero for NewReno and with U-NewReno we manage to receive 22 packets but with
3.5 as retransmission rate. On the other hand, Figure 2.33 also shows a Delivery of 22
segments for U-NewReno with 3.2 retransmission rates, whereas we do not receive any
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Figure 2.29 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=1500 bytes

Figure 2.30 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=1000 bytes

segments with NewReno.
To summarize, considering the two metrics evaluated. Our TCP U-NewReno was able
to clearly reinforce the performance of NewReno. We can see that in each scenario, the
results of U-NewReno exceed those of NewReno. This allows to U-NewReno to be well
adapted to this aquatic environment. In addition, it can be noted that the number of source
nodes influences the number of packets received from the relationship established with
12 source nodes and 25 source nodes.
-20 packets received against 10 for the 1000 bytes, namely a value factor of 2.
-20 packets received against 10 for the case 1500 bytes, namely a value factor of 3.3.
-27 packets received against 7 for the 1000 bytes, namely a value factor of 2.7.
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Figure 2.31 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=2500 bytes

Figure 2.32 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=1500 bytes

But, if we look at the cases of 50 source nodes and 25, no relation is noted, and it shows
that there is a decrease in the number of packets received from 22 to 19 for 1500 bytes
and from 23 to 27 for the case of 2500 bytes. With 1000 bytes a slight improvement in the
number of packets received is visible, 22 packets received for U-NewReno against 20 for
NewReno. Finally, Figure 2.34 presents the most important results of the performance of
U-NewReno in terms of packet deliveries and packet re-transmission rates compared to
the normal NewReno TCP.
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Figure 2.33 – Performances of TCP NewReno vs. TCP U-NewReno with SMSS=1000 bytes

Figure 2.34 – Summary of U-NewReno and NewReno performances relative to the SMSS size

2.7 Conclusion

In this Chapter we investigate the performances of TCP in UWSNs, we start in section 2.3
by studying two different TCP congestion mechanisms: TCP Vegas and TCP New Reno
in this network to evaluate the impact of varying TCP Packet Size and the density of TCP
connections number in the network. In this work, we were able to determine the number
of TCPnodeswe also define the TCPPacket Size value that give goodperformance for TCP
Vegas and for TCP New Reno in a sub-sea network. In addition, we found that the most
reliable routing protocol namely DSDVwith 10 TCP Vegas connections and a value of 100
for the Packet Sizewas greater thanAODV and also for TCPNewReno, DSDV gives better
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results than AODV with 16 TCP New Reno Connections using 50 for its Packet Size. The
results found with NewReno parameters are more reliable to transmit more information
than those transmitted with Vegas.

In the next section 2.4, the behavior of TCP New Reno has been studied by controlling
the maximum windows of the sender while varying the SMSS and the number of TCP
sources. All improvements were obtained with a small value of window varied between
1 and 5. In addition to being able to determine the appropriate values of the maximum
size of the congestion window, it is wise to determine the optimum number of source
nodes with respect to the coverage in terms of nodes for the area to be monitored. This
leads us to conclude that the number of source nodes has an impact on TCP performance
in multi-hop UWSNs communication. Through this study, we have demonstrated that
the selection of parameters plays an important role in improving the performance of TCP
New Reno in a submarine network.

In Section 2.5 wewere able to find an appropriate value of the ’rtxcur_init’ used for ini-
tializing the RTT timeout to improve the performances of TCPNewReno in anUWSN. The
simulations results, after adjusting the value of ’rtxcur_init’ and then finding an appropri-
ate RTT timeout, show that with this adaptation, TCPNewReno offers better performance
in terms of packet received and retransmission packets compared to the results found
while using the standard parameters of TCP NewReno in Underwater environment.

Finally, in Section 2.6 we have proposed U-NewReno a transmission communication
protocol which uses an algorithm to determine suitable values for the maximum size of
the congestionwindow and the RTTwhile specifying its initialization value in order to im-
prove the performance of the traditional TCP NewReno in the underwater environment.
Therefore, we can say that the performance of TCP in UWSNs is also influenced by the
number of source nodes. The results of our simulations reveal that for the distribution of
our topology the ideal number of source nodes which gives better coverage is 25 nodes
which is equivalent to a quarter of total network nodes.
The next chapter will study another aspect of the challenge encountered in the Internet of
Underwater Things environment which is; saving energy of the network through the use
of Fuzzy logic theory in a routing protocol.
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3.1 Introduction

In the last recent years, several applications of oceanographic monitoring have emerged.
However, the feature of underwater environment has many challenges and obstacles in
addition to those known in traditional Wireless Sensor Networks (WSNs). The use of
acoustic signals in UWSNs to communicate is considered slower than radio signals used
in WSNs which causes a longer propagation delay (89).

In terrestrial WSNs, establishing ad-hoc Mobile Networks (MANETs) constitute an
important research topic. Similarly, in underwater environments, MANETs have several
potential applications such as naval security and seabed mining operations. Currently,
the adoption of MANETs in UWSN is very limited also because of the stochastic nature
of the underwater acoustic environments that create difficulties for communication (90).
When it comes to the routing part in underwater communications, much of the existing
work in focuses on fixed rule algorithms for transmission that do not leverage themobility
of agents, or utilize the opportunity to alter their rule structure with mobility changes
(48). Another problem that researchers face in submarine communication is the changing
acoustic qualities of oceanic channel both seasonally and with local weather phenomena
(90, 91). In addition, the ocean currents can cause the displacement of the sensor nodes,
other factors are also present and affect the performance of the network sensors such as
water temperature, the noise and also the attenuation of the signal without forgetting the
factor of the 3D architecture deployment which makes overall these properties under a
strong sensitivity (92).

In spite of the fact that these acoustic properties are inevitable, the purpose of thiswork
is to prove that adaptive learning strategies can be used to modify the depth of deeply an-
chored Limited Mobility Agents (LMAs) in order to improve the communication of the
underwater network. Nowadays, to change the depth of the nodes, the majority of sensor
networks that allow a variable depth of anchorage to do this process often resort to hu-
man intervention, which makes this process very expensive and causes little movement
of the sensor compared to the life of the sensor. Thus, this human intervention can be
replaced by programmed engines that can be used for task and communication detec-
tion. To achieve this purpose and in order to improve the link stability in a network of
underwater acoustic sensors, in this chapter we propose an approach to take advantage
of the acoustic sound speed changes along the thermocline of an acoustic environment
under-marine.

An adaptive strategy would not discriminate the cause of faults in the network, thus
using a learning strategy will allow LMAs to choose and adapt to the best depth of op-
eration which will avoid fault avoidance and also the collision in UWSN. The high cost
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of agents in UWSNs gives a prime motivation for using learning strategies to avoid faults
in aquatic environment. Implementing marine networks with a system that adapts and
evokes failures or link failures in submarine communication is very rare because of the
high price that a UWSN agent can cost (51).

Our current work is inspired by the latter work (51) that proposes a Learning Au-
tomata (LA) that controls the mobility of thermocline using three actions: surface, dive
or keep the same position. In this work, we only use two actions as we rather map the cur-
rent problem to the Stochastic Point Location (SPL) problem (93). In SPL, only two direc-
tions are allowed and the SPL does not allow the learner to remain in the same position.
Thus, instead of using the action that consists in staying in the same location, similar effect
can be obtained by using SPL and oscillating back and forth around the optimal position
(93). Therefore, introducing a third action: staying, for the learning algorithm is not nec-
essary and can be avoided. Furthermore, in contrast to (51), the LA designed in this work
uses the concept of pursuit LA that involves estimating the average reward of an action
instead of merely using the feedback from the environment in isolation. In fact, pursuit
LA exploits more effectively the information from the environment than traditional LA
schemes that are myopic and use merely the last feedback from the environment instead
of considering the whole history of the feedback.

According to the description of Partan et al. in (94), shadow areas, multipath interfer-
ence and bubble cloud regions close to the surface are among several physical limitations
of underwater acoustic communication. These physical properties not only cause binding
failures in UWSNs, but are clearly characteristic of a varying duration of stochastic envi-
ronment (95, 96). In addition, in order to improve communication in terrestrial telephone
networks, Narendra et al. in (97, 98, 99) have relied on learning algorithm that takes into
account the time changing congestion. In (97, 98, 99), in order to establish an adaptive rule
routing in a stochastic demand telephone network, authors use a Mean Action Learning
Automaton. The results of this work showed performance improvements over traditional
fixed-rule routing. In the same direction, the work reported in (91, 100) proposes to give
anchored nodes in the seabed the power to autonomously modify the operating depth
of their locations which allows a network agent the ability to avoid collisions and defects
caused by physical phenomena.

The reminder of this Chapter is organized as follows. In Section 3.2, we introduce the
SPL problem. Section 3.3 gives the details of our LA based algorithm for controlling the
mobility of thermocline sensors. Section 3.4 gives experimental results that confirm the
convergence of the algorithm and shows its behavior. Section 3.5 concludes this chapter.
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3.2 Legacy Stochastic Point Location Solutions

To place ourwork in the right perspective, we start this section by providing a brief review
of the main concepts of the SPL problem as first introduced in (93).

We assume that there is a Learning Mechanism (LM) whose task is to determine the
optimal value of some variable (or parameter), λ. We assume that there is an optimal
choice for λ – an unknown value, say λ∗ ∈ [0, 1).

The question which we study here is that of learning λ∗. Although the mechanism
does not know the value of λ∗, we assume that it has responses from an intelligent “Envi-
ronment”, Ξ, which is capable of informing it whether any value of λ is too small or too
big.
To render the problem both meaningful and distinct from its deterministic version, we
would like to emphasize that the response from this Environment is assumed “faulty.”
Thus, Ξ may tell us to increase λ when it should be decreased, and vice versa.

However, to render the problem tangible, in (93) the probability of receiving an intel-
ligent response was assumed to be p > 0.5, in which case Ξ was said to be Informative.

Note that the quantity “p” reflects on the “effectiveness” of the Environment.
Thus, whenever the current λ < λ∗, the Environment correctly suggests that we in-

crease λ with probability p. It simultaneously could have incorrectly recommended that
we decrease λ with probability (1− p). The converse is true for λ ≥ λ∗.

Oommen (93) pioneered the study of the SPL when he proposed and analyzed an al-
gorithm that operates on a discretized search space while interacting with an informative
Environment (i.e., p > 0.5).

The space in which the search is conducted is first sliced by subdividing the unit in-
terval into N sub-intervals at the positions {0,

1
N

,
2
N

, . . . ,
N − 1

N
, 1}, where a larger value

of N will ultimately imply a more accurate convergence to the unknown λ∗.
The algorithm then orchestrated a controlled random walk on this space. Whenever

the mechanism was told to go to the right (or left), it obediently moved to the right (or
left) by a single step (i.e., by 1

N
) in the discretized space. In spite of theOracle’s erroneous

feedback, this discretized solution was proven to be ε-optimal.
More formally, the scheme presented in (93) obeyed the following updating rules:
Let ˘(t) be the value at time step “t”. In otherwords, ˘(t) is an estimate of the unknown

value of λ∗ at time step “t”. Then,
˘(t + 1) := ˘(t) + 1/N if Ξ suggests to increase ˘ and 0 ≤ ˘(t) < 1;
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˘(t + 1) := ˘(t)− 1/N if Ξ suggests to decrease ˘ and 0 < ˘(t) ≤ 1.
At the end states the scheme obeys:
˘(t + 1) := ˘(t) if ˘(t) = 1 and Ξ suggests increasing ˘;
˘(t + 1) := ˘(t) If ˘(t) = 0 and Ξ suggests decreasing ˘.
The analytical results derived in (93) proved that if the “Oracle” was itself Informative,

the discretized random walk learning was asymptotically1 optimal. Thus the mechanism
would converge to a point arbitrarily close to the true point with an arbitrarily high prob-
ability.

In (101), Yazidi et al. presented a hierarchical solution to solve the SPL problem. The
solution can be seen as a stochastic version of the bisection search and is shown to outper-
form legacy solutions.

In this approach, the learner queries the environment each time at three locations: end
points of the current interval and the midpoint. Based on a decision table, a new interval
is chosen. Consequently, the current interval might be pruned further or the searchmight
be backtracked to a larger interval containing the previous visited interval.

The SPL has been successfully applied in different domains such as binomial estima-
tion (102), quantile estimation (103, 104), stochastic root finding (105) and solving the
non-linear stochastic knapsack problem (106, 107).

3.3 Solution: Learning Automata Control of LMA

In this section, we formally present our LA based solution to controlling the mobility of
thermocline sensors to improve the link stability in underwater networks.
We design a LA with two actions αi

k ∈ {αi
0, αi

1} such that the LA can respond to the en-
vironment by telling the Limited Mobile Agent (LMA) to choose one of to control states
φi ∈ {φ0, φ1} corresponding to dive, or surface, respectively such that control maps onto
actions as: αi

0 to φ0 corresponding the dive command and αi
1 to φ1 corresponding to a

surface command.
The informed reader would observe that the problem has analogy to SPL as the LMA

is allowed to choose on direction at each time step. At each depth level i, we attach an LA.
We suppose that the minimum depth is 0 and the max depth is D.
Therefore there are D + 1 LA attached to the locations {0, 1 . . . D}.

In the samemanner as in (51), we envisage the use of timeout to ensure that a learning
1As in the case of the field of LA, all the theoretical results reported here are limiting results, i.e., for

example, when N → ∞.
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action occurs at all iterations of the algorithm and in order to allow exploring the different
locations. In other words, each action of LA is valid for a certain amount of time and then
a new action is chosen.

When diving, wewill move to location min(i + 1, D)where D is the max depth. When
moving to the surface, the new location is max(i− 1, 0), where 0 corresponds to the depth
at the surface. Note that this is similar to SPL where the end state are self-loops.

Our algorithm is inspired by the family of pursuit LA algorithm (108, 109, 110). How-
ever, instead of pursuing the action with the highest reward among the offered actions,
we pursue the action that leads to an increase in the reward compared to the previously
visited state at time instant t− 1

Construction of the Learning Automata

At eachdepth iweassociate a 2-action S-Model (111, 112) Learning automaton, (Σi, Πi, Γi, Υi, Ωi),
where Σi is the set of actions, Πi is the set of action probabilities, Γi is the set of feedback
inputs from the Environment, and Υi is the set of action probability updating rules.

1. The set of actions of the automaton: (Σi)
The two actions of the automaton are αi

k, for k ∈ {0, 1}, i,e, αi
0 and αi

1

2. The action probabilities: (Πi)
Pi

k(t) represent the probabilities of selecting the action αi
k, for k ∈ {0, 1}, at time step

t. Initially, Pi
k(0) = 0.5, for k = 0, 1.

3. The feedback inputs from the Environment to each automaton: (Γi)

Whenever the LMAmoves to a location i, the environment will return a continuous
value representing the performance at that location which is a noisy measurement.
Formally, the response from the Environment at time t and at location i is denoted
by βi(t).
We suppose that whenever the ith LA denoted takes action surface, the next LA at
position min(i + 1, D)will be activated. Similarly, if the action is dive, the next LA at
position max(i− 1, 0)will be activated. This allows the LMA to find the most stable
link in a stochastic environment through adaptation.
Let β̄i(t) be the estimated average reward obtained for location i since the first time
step. It can be given by:

β̄i(t) = ∑t
l=1 J(l, i)βi(l)
∑t

l=1 J(l, i)
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where J(l, i) = 1 if the location i action was deployed at the lth time step.
4. The action probability updating rules: (Υi)

If αi
k for k ∈ {0, 1} was chosen then, for j ∈ {0, 1}. The LA update equations are

given by:
Pi

j (t + 1)← Pi
j (t + 1) + θ(δjk − Pi

j (t)) (3.1)

where 0 < θ � 1 and:

δjk =

1 if β̄i(t) > β̄i∗(t)

0 else
(3.2)

Here i∗, denote the locations visited by the LMA at time step t + 1 as a result of the
action taken at time step t. This location can be:

• Min(i− 1, 0) whenever αi
0 was taken corresponding to the dive command

• max(i + 1, D) whenever αi
1 was taken corresponding to the surface command.

Therefore, in other words, if the newly visited location i∗ has better average reward
than the location i we will increase the probability of the action leading to this location.
However, if if the newly visited location i∗ has inferior average reward than the location i
we will decrease the probability of the action leading to this location.

In simpler terms, we have two cases.
Whenever β̄i

k(t) > β̄i∗
k (t)

Pi
k(t + 1)← Pi

k(t) + θ × (1− Pi
k(t))

Pi
1−k(t + 1)← 1− Pi

k(t + 1).

Otherwise (i.e, β̄i
k(t) ≤ β̄i∗

k (t)),

Pi
k(t + 1)← Pi

k(t) + θ × (0− Pi
k(t))

Pi
1−k(t + 1)← 1− Pi

k(t + 1).

3.4 Experimental Results

We test our algorithm for one uni-modal performance function, and for one bi-modal
function. In all experiments, the learning parameter θ = 0.01. For obtaining steady prob-
ability we run the algorithm for 106 iterations. We suppose that the maximum depth is
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100 called maxD and minimum depth called minD at the surface is 0. In all the experi-
ments, we observe a noisy version of the performance and therefore we use an additive
noise function that follows a normal distribution, i.e, mean 0 and variance 1.

Noisy Uni-modal Performance Function

We suppose that the initial location for the LMA at time 0 is minD + maxD

2
. We used a

Gaussian function with mean 60 and standard deviation 4. Figure 3.1 depicts the latter
function.

Figure 3.1 – Unimodal Performance Function

Figure 3.2 depicts the steady state probability over the different possible positions that
reflects the percentage of time the LMA spends at each location when controlled by our
pursuit LA scheme. We observe that most of the probability mass is concentrated around
the max of the uni-modal function, namely 60 which corresponds to the max of the uni-
modal function.
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Figure 3.2 – Steady Probability

Testing with Flatter uni-modal function near the optimum

In this experiment, in order to obtain a flatter uni-modal function near the optimum we
increase the variance to 30. From Figure 3.3, we see that the steady probability over the
different location forms a distribution that is no longer a peak shape around the extreme
but more a flat curve. However, we see clearly a peak around one of the extremes.

Figure 3.3 – Steady state probability for uni-modal performance function with larger noise

Noisy Bi-Modal Performance Function with equal extreme values

In this experiment, we use a bi-modal which is the superposition of two Gaussian func-
tions: one with mean 20 and standard deviation 4 and one with mean 60 and standard
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deviation 4. Note that the function admits two extrema, namely 20 and 60 with the same
performance. In other words, the noisy bi-Modal performance function has two equal ex-
treme values. Thus, it is desired that the algorithm converges to one of those two extreme
values. Note: the fact that the two extreme values are equal makes the problemmore dif-
ficult because the algorithm needs to be designed in a such a manner that we guarantee
convergence to one of the two extrema instead of not converging to any of them.

Figure 3.4 depicts the performance function but without the additive noise.

Figure 3.4 – Bi-modal Performance Function with no additive noise

In the following experiments we will verify that convergence in this case to one of the
extrema is depending not only on the initial position but also on how flat is the perfor-
mance function.

Figure 3.5 illustrates the steady probability of the LMA over the different positions
when the initial depth is 20. As expected, we observe that the LA scheme converges to
the position around 20 which is the maximum value of the performance function closest
to 60.
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Figure 3.5 – Steady Probability: initial state 20

Figure 3.6 – Steady Probability: initial state 60

A similar results is illustrated in Figure 3.6 where the initial state is 60. We observe
that the scheme concentrates the walk around 20.

Figure 3.7 depicts the trajectory of the LMA over time when starting at the middle
depth, i.e, minD + maxD

2
which corresponds in this case to depth 50. We observe that the

algorithm quickly converges the location 60 which corresponds to one of the extremes.
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Figure 3.7 – Trajectory of the LMA when starting at the middle depth

Testing with Flatter Bi-Modal Performance Function

We increase the variance of the twoGaussian functions from 4 to 15. In otherwords, in this
experiments we used a bi-modal which is the superposition of two Gaussian functions:
onewithmean 20 and standarddeviation 15 andonewithmean 60 and standarddeviation
15.
By increasing the variance, the function becomes flatter and it becomes more difficult for
the LA algorithm to distinguish a maximum performance point from a non-maximum
performance point.
Figure 3.8 depicts the non-noisy version of the performance function i.e, with no additive
noise which is clearly flatter than the function depicted in Figure 3.4 where the variance
was 4.
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Figure 3.8 – Bi-modal Performance Function with no additive noise and increased variance

Figure 3.9 – Steady Probability: initial state 20

In Figure 3.9, we depict the steady state probability when the initial position is 20.
Interestingly, from Figure 3.9, we see that the LMA converges to the neighborhood of the
extrema 60. This is counter intuitive and unexpected as we would expect that since the
initial state is 20 which is closer to extrema 40 than 60, the convergence will be around the
extrema 40 instead of the far away extrema 60. This can be explained by the fact that the
function is flatter in this case which allows the scheme to explore more the solution space
and for a longer time.

89



3.5 Conclusion

In this chapter, we introduce an adaptive control mechanism to control the mobility of
thermocline sensors to improve the link stability in underwater networks. We model the
problem as a variant of the SPL problem (93, 101, 105). In a similar manner to SPL, the
LMA is only allowed to move only into two directions. Our solution has a pursuit LA
flavor. In contrast to classical SPL solutions, our pursuit LA exploits more effectively the
information from the environment than traditional LA schemes that are myopic and use
merely the last feedback from the environment instead of considering thewhole history of
the feedback. Experimental results show the performance of our algorithm and its ability
to find the optimal sensor position.
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4.1 Introduction

Quality ofMonitoring of Information is one of themost subject that attracts researchers in
the field ofWireless sensors and connected objects. In recent years, manydifferent types of
Underwater wireless Sensor Networks (UWSNs) have been implemented for monitoring
and scanning environments. UWSNs are made up of several number of autonomous sen-
sor nodes. These sensor nodes are scattered in underwater to carry out detection tasks in
order to collect different properties related towater (113). Collecting data is themain pur-
pose of many explorations after detecting some specific data in order to make intelligent
decisions (114). For example, monitoring the living conditions of fish, such as measuring
temperature, humidity, pH and CO2 concentrations in order to associate them with the
amount of fish produced under these conditions and relative to a given time. Previous so-
lutions in Terrestrial Wireless Sensor Networks (TWSNs) are not well applied in UWSNs.
As we know, RF signal and optical signal are not suitable for UWSNs due to underwater
characteristics. Only the acoustic signal is suitable for the transmission of data collected
in a marine environment (115).

The majority of these solutions even with traditional Wireless Sensor Network, ne-
glects the problem of Redundancy correlation with target, because it is well known that
the cost for each node to send the data collected is very high, therefore, it is essential to
filter these data using techniques to reduce the amount of unnecessary traffic and sub-
sequently minimize redundancy (116). In this work, we are using a simple function to
quantify the quality of monitoring in Underwater wireless Sensor Network, by applying
the gradient and covariance function to reduce redundancy and find the optimum cover-
age to place sensors to better cover the area andminimize energy consumption and extend
lifetime of network.

The remainder of the chapter is as follows. Next Section, presents some general re-
lated work proposed in the literature and the type of underwater sensors used in this
work. After that, the proposed solution is defined and at the end of this study, a series of
experiments and some simulation results are presented to show the validity and relevance
of the proposed approaches. finally, a conclusion of this Chapter will be presented.

4.2 Related Work

Monitoring of the marine environment has gained increasing attention in recent years
with the development of various monitoring systems, due to growing concerns about cli-
mate change and also to be used in several other areas of different activities (117). The use
of fixed sensors in buoys on water surface does not provide enough geographical cover-
age and also takes time with many drawbacks in certain applications with very sensitive
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purposes such as environmental and tactical surveillance. As a result, recourse to the use
of sensors and underwater robots helps to better resolve these problems(118). In particu-
lar, the application of advanced information and communication technology such as the
Internet of Things (IoT) and the various learning methods to better manage the behavior
of underwater vehicles (AUV) for water quality monitoring purpose. For example, the
processing and visualization of water quality data can be done remotely and in real time
using these underwater vehicles (AUV).
An example of this applications is presented in(119) where an underwater environment
monitoring system based on UWSNs is introduced.This system has been conceived to be
able to performa large quantity of uninterrupted collecteddata. Furtherwork is presented
in (120) which introduces advanced wireless protocols developed for the IoT in order to
highlight their adaptability for the WSN application used in water quality monitoring.

Having good localization coverage with low localization error is another problem that
the authors in (115) try to overstate, for this they have proposed a top-down TPS posi-
tioning scheme for acoustic UWSNswhile ensuring the quality of the new reference nodes
during the definition of well-located nodes based on the gradient method.
In addition, this work presents a new method of estimating the 3D Euclidean distance to
facilitate non-localized nodes to findmore reference nodes in order to get localized. Many
other spatial coverage algorithms are surveyed in (92) with a very detailed comparison.
For collaborating mobile sensor networks, the distributed coverage control scheme is de-
scribed In (121), where a density function of frequency random events with mobile sen-
sors operating within a restricted range specified by a probabilistic model. The algorithm
used in this work is based on the gradient which needs local information on each sensor
and maximizes the probabilities of detection of common random events.For a coverage
control problem, costs of communication are calculated according to two scenarios of data
collection: the first takes the network as a network which collects data from single source
and the second one identifies the network with multi-source. To model the cost of com-
munication authors use the same form of energy consumption.
Authors in (122) deployed a same scheme in underwater environment, which is a gradient-
based decentralized controller that dynamically adjusts the depth of an submarine sensor
network to optimize detection for the calculation of highly detailed volumetric models.
the study proved that the controller converges to a local minimum. This controller is
adapted to a network of submarine sensors capable of adjusting their depths. The re-
sults of simulations and experiments have verified the functionality and performance of
this system and the algorithm presented. This solution was implementing to solve the
problem of monitoring chromophoric dissolved organic matter (CDOM) in the Neponset
River that feeds into Boston harbor. An other research project, the SALMON (Sea Water
Quality Monitoring and Management) presented (123) a concept of a guidance system
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using autonomous underwater vehicles to detect and perform automated analysis of sev-
eral water quality parameters.
In order tomodel the quality of monitoring (QoM), (124) focuses on the theoretical study
of spatial and temporal correlations due to the various physical phenomena of Wireless
sensor deployment in nature. Two schemes were proposed to reveal the time and space
dependent under centralized and distributed setting to maximize the overall QoM based
on sensing scheduling.The same authors proposed another study in (125) using the non-
decreasing sub-modular function tomeasure theQoMbut this time they took into account
the correlation in the detected data in order to define distributed scheduling schemes
which is used to determine a high QoM in a ring cycle sensor array.
In (126) authors proposed (RDBF) which is a relative remote routing protocol that takes
into consideration energy saving while minimizing delays in transmission. This work is
based on the use of an aptitude factor to determine the degree of relevance of a node to
participate in transmitting packets, this aptitude test helps reduce the needless transfer
by the nodes, which helps reduce power consumption and end-to-end delay,in addition
to reduce redundancy by controlling transfer time of multiple sender.

However, none of the existing studies use these functions and algorithm to deal with
issues of quality of monitoring in the underwater environment

How our underwater sensors AUV move horizontally and vertically

In recent years, the evolution to control robots has experienced a strong demand, espe-
cially based on learning instead of programming.Several methods have addressed this
demand using genetic algorithms, neural networks and other Artificial Intelligent (AI) or
machine learning methods to control some functionality of robots(127). The majority of
mutlirobot systems rely on a default programmed algorithm, something that cannot be
applied in a dynamic environment characterized by unpredictable change, therefore the
robot system has to adapt with the environmental changes and take into account the local
perception of the robot. In a changing environement,(128) authors proposed a Hierar-
chical Gene Regulatory Network (H-GRNe) for Adaptive Multirobot Pattern Formation,
which is a two-layer gene regulatory network (GRN) model to adapt generation and for-
mation of multirobot pattern. In this model the adaptation part of pattern generation is
conducted in the first layer and then, these generated patterns will drives the robots in the
second layer with a decentralized control mechanism. Authors accompanied their study
with simulations in a changing environment that prove the efficiency of H-GRNe to form
the desired pattern, and also a strong adaptation to robot failure.

In this study we used Autonomous underwater vehicle (AUV)robots because of their
ability to move underwater without needing any external intervention. AUVs as Under-
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water robots have great ability to be used in the areas of mining, agriculture and so forth
(129). They are one of themost significant tools for the exploration and application ofma-
rine resources(130)(131). An autonomous underwater vehicle (AUV) is a self-piloting
vehicle carrying its own power. For the realization of a task, the AUVs depend on an on-
board artificial intelligence system with a set of programmed commands, which can be
modified remotely by data or information broadcast by the vehicle’s sensors (132).
In our network, we consider that the AUVs move in 2-D direction;horizontally and verti-
cally by implementing Gene Regulatory Networks (GRNs) which is one of a widely used
method in different field such as swarm robotics (133),(134),(135).
The used AUVs in this network apply the cellular adhesion molecules (CAM) combined
with GRN controllers proposed by (136), this model is based on the control of GRN-CAM
hydrons which refer in our case to a group of AUVs. Our network of AUVs is character-
ized by its ability to move horizontally by ejecting water and to move vertically, AUVs use
a buoyancy control system.

4.3 An optimization function for water quality whichminimizes
sensor redundancy and maximizes diversity

This section provides the details of our solution, with the additional aim of highlighting
the characteristics of the proposed architecture and how it is implemented.

We consider N AUVs at locations Pi(xi, yi, zi) with i = 1, . . . , N. We assume that the
sensors move in a two-dimensional plane defined by the x and z axes, with a fixed y co-
ordinate, as seen in Figure 4.1, reducing the three-dimensional positioning to pi(xi, zi).

Figure 4.1 – AUV system coordinates

95



Wewill assume that the correlation between pairs of sensors decreases, not necessarily
isotropically, with their distance as a Gaussian function. Consequently, we can postulate
that the covariance between two sensors i and j is given by

Cov(pi, pj) = exp

(
−
(xi − xj)

2

2σ2
x

−
(zi − zj)

2

2σ2
z

)
(4.1)

where σx and σz have the meaning of (spatial) correlation decreasing rates in the x and z
directions respectively.

Since we want to minimize redundancy among the sensors, we need to minimize the
overall pairwise correlation between sensors. In other words, we minimize the following
function:

H(p1, . . . , pN) =
N

∑
i=1

N

∑
j=i+1

Cov(pi, pj) . (4.2)

The minimum of H(p1, . . . , pN) fulfills the equations

∇xi ,zi H(p1, . . . , pN) ≡
(

∂H
∂xi

,
∂H
∂zi

)
= 0 , (4.3)

for i = 1, . . . , N, yielding(
N

∑
j=i+1

Cov(pi, pj)
(xi − xj)

σ2
x

,
N

∑
j=i+1

Cov(pi, pj)
(zi − zj)

σ2
z

)
= 0 . (4.4)

Minimizing the function H(p1, . . . , pN) alone leads to a solution which indeed mini-
mizes redundancy, but does not guarantee that one covers the maximum amount of in-
formation in the system. In other words, one also needs to take into account the diversity
covered by the set of sensors. Assuming all the information of the system can be encoded
in the linear correlations observed in the systems, the determinant of the covariance ma-
trix L between pairs of sensors is a proper measure of such a total amount of information,
since it reflects the total variance of the data collected by the set of sensors. The idea of
using the determinant as a measure of diversity is found also in the the theory of deter-
minantal point processes (137).

We therefore consider the covariance matrix L with elements Lij = Cov(pi, pj) as de-
fined in Eq. (4.1) and seek its maximum, which is a solution of

∇xi ,zi det(L) ≡
(

∂ det(L)
∂xi

,
∂ det(L)

∂zi

)
= 0 , (4.5)
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which can be written as(
det(L)

σ2
x

tr(L� L−T dG
dxi

),
det(L)

σ2
z

tr(L� L−T dG
dzi

)

)
= 0 , (4.6)

where G is a matrix with elements Gij = Gji = −(xi − xj)
2− (zi − zj)

2 and � denotes the
Hadamard product. For the full derivation of Eq. (4.6) see Append. C

We now combine both the redundancy H and diversity L in the same weighted objec-
tive function F, defined as

F = w
H − Hmin

Hmax − Hmin
− (1− w)

det(L)− det(L)min

det(L)max − det(L)max
, (4.7)

where we consider the normalization of both function H and L to have values between
0 and 1, and introduce a parameter w which tunes how much the function H dominates
over the function L.

For simplicity, we define

NH = Hmax − Hmin

NL = det(L)max − det(L)min

ζ =
1−ω

ω

NH

NL

reducing the minimization problem

∇xi ,zi F ≡ 0 (4.8)

to (
∂H
∂xi
− ζ

∂ det(L)
∂xi

,
∂H
∂zi
− ζ

∂ det(L)
∂zi

)
= 0 . (4.9)

Equation (4.9) together with equations (4.4) and (4.6) close the optimization problem for
extracting the set of locations (xi, zi) of the N sensorswhich optimizes the redundancy and
diversity together. Note that, as proven in Append. D, the gradient controller in Equation
(4.9) converges to a critical point of F.

At this juncture, we are ready to present our multi-agent algorithm for optimizing
the above objective function. From Equation (4.9), the numerical implementation of the
optimization problem can be done through a simple Newton-Raphson scheme. Namely,
let t denote a discrete time instant. We shall update the positions of sensor i recursively.
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The position at time t + 1 is given by:

xi(t + 1) = xi(t)− λ
∂Fζ

∂xi
, (4.10a)

zi(t + 1) = zi(t)− λ
∂Fζ

∂zi
. (4.10b)

where λ is a learning parameter.

4.4 Numerical implementation and experiments

To test the performance of our algorithm, we adopt the same environment parameters
describing the concentration of CDOM specific to the depth of the Neponset River caused
by the tide found in (126). Each underwater environment is characterized by σs and σd.
Although those parameters were not explicitly given by the authors in their studies (122,
126), we resort to a separability in the exponential function describing the covariance in
order to extract them directly from Figure 4 in (122) via curve fitting.

For this first environment used in (122), we have: σs = 2.074 as covariance according
to X and σd = 0.917 as covariance according to Z.

We use a grid size of length 8 km along the X direction and 3 m along the Z direction.
Furthermore, we use a learning rate λ = 0.1. Choosing an excessively large value of
the learning parameter λ gives wrong convergence and can make the system oscillate.
However, choosing a too small value λ makes the convergence sluggish.

Now, we shall report the experimental results for different number of sensors. Our
second environment is characterized by σs = 1.977 as covariance according to X and
σd = 1.198 as covariance according to Z. We obtain similar results to environment 1.
For the sake of brevity, we merely report the results for the second environment in D.1.
Although we have conducted a large set experiments for different sets of sensors and dif-
ferent parameters of the multi-objective function, we merely report a few representative
results for the sake of brevity as the conclusions are similar for the different experiments.
When it comes to the objective function, we report results for two representative cases:
ω = 0.8 which describes a case where the multi-objective function weights the covariance
minimization term more and ω = 0.2 which describes a case where the multi-objective
function favors more the diversity maximization term.

4.4.1 Case of 10 sensors

In this scenario, we deploy 10 sensors initially at uniformly random positions and we
run our scheme using ω = 0.8 and ω = 0.2. Note that according to the multi-objective
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function, ω = 0.8 puts more weight on the covariance while ω = 0.2 puts more weight
on the diversity.

Figure 4.2 – Covariance for w1 = 0.2 and w1 = 0.8

Figure 4.2 shows the covariance after running our algorithm for 104 iterations. We
can clearly see that in the case of ω = 0.2 we obtain the minimal covariance and fastest
convergence rate.
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Figure 4.3 – Diversity for w1 = 0.2 and w1 = 0.8

Figure 4.3 shows that the corresponding diversity is largest for ω = 0.2. We therefore
conclude that by choosing ω = 0.2, we obtain both lower covariance and higher diversity.
In other terms, introducing the diversity term permits also to reduce the covariance as it
seems that the diversity permits the optimization system to avoid some local minima.
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Figure 4.4 – Final Positions for w1 = 0.2 and w1 = 0.8

The final positions are depicted in Figure 4.4. We visually observe that the positions
with ω = 0.2 give a total coverage of the sensors while with ω = 0.8 the sensors are
positioned only in the middle and at the top of the network.

4.4.2 Case of 20 sensors

Now, we describe the experiment for 20 sensors. We use the same values of ω = 0.2 and
ω = 0.8 and show the graphs for covariance, diversity and final positions.
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Figure 4.5 – Covariance for w1 = 0.2 and w1 = 0.8

Figure 4.6 – Diversity for w1 = 0.2 and w1 = 0.8

102



Figure 4.7 – Final Positions for w1 = 0.2 and w1 = 0.8

The covariance is depicted in Figure 4.5 where the convergence speed seems faster
for ω = 0.2 compared to ω = 0.8. The rate of diversity is depicted in Figure 4.6 for both
values ω = 0.2 and ω = 0.8. We can see that ω = 0.2 gives a higher value for the diversity.
The final position of this case study is presented in Figure 4.7 and we can verify visually
the adequate positioning of the sensors with ω = 0.2, despite the increase of the number
of sensors.

4.5 Conclusion

In thisWork, a newoptimization algorithmbased on covariance and diversity is presented
to eliminate redundancy correlation with sensors in order to have a better positioning of
sensor nodes in a marine environment.
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5.1 Introduction

Ocean monitoring, disaster prevention, navigation and underwater communication are
new application areas that need an emerging wireless technology with sensor network.
This new technology is designed to detect events or phenomena, collect and process data,
and transmit sensed information to interested users (138) for establishing an underwater
network.
Using the mobile underwater sensors ends up with the use of acoustic signals instead of
radio signals used in wireless sensor networks (WSNs). In fact, at very low frequency, ra-
dio signals cannot propagate to long distances and require high transmission power and
large antennas.
Contrary toWSNs deploying anUWSNs is very expensive. The batteries used have a very
limited memory and because of the adverse environment conditions. Due to this issue,
the management of the energy of batteries is a problem that arises and has a high priority
in UWSNs.
Energy consumption in the underwater wireless networks depends on the life time of
the network. Increasing the network life time consists on decreasing the use of energy
consumption. However, a big amount of energy consumption constraints exists in these
networks in order to ensure the continuity of the nodes operations .Unfortunately, these
nodes are powered by small batteries, which cannot be recharged or replaced, once ex-
hausted (139).In this context, many research studies (140) have been done to reduce the
energy consumption by modifying and creating new protocols.
In terrestrial wireless sensor networks, many routing protocols are proposed (141, 142)
but still not adapted to the underwater areas because of the different environment char-
acteristics. Yet, designing energy-efficient, robust and scalable routing protocols in un-
derwater wireless sensor networks still very challenging (143).In order, to optimize the
routing protocols different techniques have been proposed (144, 145, 146, 147, 148). Fuzzy
logic is one of the techniques that researchers use in routing protocols to select the best
forwarder node based in specific characters while saving energy.
Energy consumption is one of the major problems of the current generation. The con-
tributions developed in this chapter aims to perform many simulations to evaluate the
benefit of using Fuzzy Inference System (FIS) that provides the process of the mapping
from a given input to output using Fuzzy Logic in routing protocol by studying the evolu-
tion of the energy metrics in order to save energy consumed and improve the life time of
the network. The results of these simulations will be compared to those with the original
routing protocol without fuzzy logic approach VBF(61)

The rest of the chapter is organized as follows. Firstly, in Section II, we present the
VBF routing Protocol and we review the related work of Routing protocol with fuzzy
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logic approach already in existence for UWSN. After that, we we present a review of the
VBF routing protocol and the Fuzzy Logic Optimized VBF Protocol (FLOVP) in section
III, and we evaluate the performances the Fuzzy Logic Optimized VBF Protocol (FLOVP)
with VBF protocol on Ns2 modeled in section IV. Finally a conclusion is presented in
Section V to summarize the article basic points.

5.2 Background

There are a lot of researches and articles on UWSNs which used FIS for optimizing Clus-
ter Head election and best route selection and localization. Furthermore, there are a few
articles which introduce Fuzzy Logic for selecting best forwarder node with the impact
on energy consumption. Some these Algorithms are introduced in this section.
The Gupta protocol (149) uses a Fuzzy Logic approach to select CHs. The FIS designer
considered three descriptors: energy level, concentration, and centrality, each divided
into three levels, and one output which is chance, divided into seven levels. The system
also uses 27 IF-THEN rules. The CHEF protocol (Cluster Head Electionmechanism using
Fuzzy Logic in Wireless Sensor Networks)c(150), uses a Fuzzy Logic approach to maxi-
mize the lifetime of WSNs. It is similar to the Gupta protocol but it does not need the BS
to collect information from all nodes.
A power-efficient routing ’PER Fuzzy’ protocol for UWSNs is proposed in (151). The de-
sign of this protocol focus on enhancing performance metrics to fit the dynamic nature
of underwater environments, especially the need for ease of deployment and the severe
power constraints of the nodes are considered. Both fuzzy logic inference systems and
decision trees are adopted as the candidates for a forwarding node selector to determine
the suitable sensor(s) for forwarding packets, and a tree trimming mechanism is devel-
oped to prevent the growing of the packet for-warding tree so as to effectively reduce the
power consumption of the sensor nodes.
In (143) a Fuzzy Depth Based Routing Protocol is proposed to improve the DBR (62) pro-
tocol by making routing decisions depend on fuzzy cost based on the residual energy of
receiver node in conjunction with the depth difference of receiver node and previous for-
warder node and the number of hops traveled by the received packet.
More in (152) Yahya Kord et .al propose a new routing protocol based on fuzzy logic with
an algorithm that uses a two-step fuzzy logic system to select the appropriate CHs. The
selection of CHs is based on six descriptors; residual energy, density, distances to base
station, vulnerability index, centrality and distance between CHs. The selection of CHs is
based on six descriptors; residual energy, density, distances to base station, vulnerability
index, centrality and distance between CHs. The evaluations of the proposed algorithm
show that it performs better in case of fair distribution and balancing of the overall energy
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consumption.
Another approach proposed by Nitin et al. (153) where they use the fuzzy logic to deter-
mine the CH selection and CS, to provide an optimal selection for CH as well as optimal
intra and inter cluster communications based on energy andmultiple paths. Through this
approach the network can have an energy efficient transmission between the nodes and
the clusters and also this approach prolongs the network life time.

5.2.1 Vector-Based Forwarding (VBF) Routing Protocol

In this section, we review the VBF (61)Routing Protocol and some related work on Fuzzy
Logic Inference systems (FIS).
Vector Based Forwarder VBF is one of routing protocols that is essentially a location-based
routing approach (61) in underwater sensor networks. Its main idea is the use of routing
pipe, centered on the vector from the source to the sink (154). The sensor nodes in this
pipe are eligible for packet forwarding, and thosewhich are not close to the routing vector
(i.e., the axis of the pipe) do not forward, they simply discard the receivedpackets, as Peng
Xie et .al explain in their technical report (61).
VBF introduce a self-adaptation algorithm based on a desirableness factor to measure the
’suitableness’ of a node to forward packets. In this algorithm, when a node receives a
packet, it first determines if it is close enough to the routing vector as it depicted in Figure
5.1. If yes, the node then holds the packet for a time period related to its desirableness
factor (61). Although two nodes in the same level they will receive and send data, which
doubles the cost of the lost energy. To summarise: - VBF main idea is the use of routing
pipe, centered around a vector from the source to the sink. - VBF works just with one
factor, called Desirableness factor decides whether the node can forward packet or must
discard it.

5.2.2 FLOVP Vector Fuzzy Logic Optimised Routing Protocol

To improve the VBF protocol, authors in [3] used a Fuzzy Inference System (FIS), which
provides the process of the mapping from a given input(s) to output using Fuzzy Logic
in order to prolong the lifetime of UWSNs, and optimizing the energy consumption.

5.2.2.1 Fuzzy Logic Architecture Model

The model architecture is depicted in the Figure 5.2, where the Mamdani FIS system has
4 parts: a Fuziffier, fuzzy rules, fuzzy inference engine, and a deffuzifier are the main
components of our model of fuzzy logic control. The model is based on the so-called
Mamdani (155) method which is the most commonly used in fuzzy inference technique.
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Figure 5.1 – VBF mechanism for UWSNs.

Thus, the way our system performs as inference techniques and our Fuzzy Logic system
is described in a simplified way in Figure 5.3.

5.2.2.2 Step1: Input of Crisp Values and Fuzzification

Fuzzification of the input variables Weight, Closeness and Depth - taking the crisp
inputs from each of these anddetermining the degree towhich these inputs belong to each
of the appropriate fuzzy sets. For using these three different parameters, in order to make
them comparativewith each other, we use normalization. For this reasonparametersmust
divided by their maximum number. In Following we can see how the maximum number
is obtained.

The outcome to represent the forwarder selection chance was divided into nine levels:
very weak, weak, little weak, medium, low medium, medium, and high medium, little
strong, strong and very strong. The fuzzy rule base currently includes rules like the fol-
lowing: if the closeness is close and the weight is high and the depth is high then the
forwarder node selection chance is very strong.
Thus, we used 33 = 27 rules for the fuzzy rule base. And we used triangle membership
functions to represent the fuzzy sets medium and adequate and trapezoid membership
functions to represent low, high, close and far fuzzy sets. The Triangle and Trapezoidal
membership functions are more useful than the other types because their degree is more
easily determined.
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Figure 5.2 – Fuzzy logic system

Figure 5.3 – FIS FLOVP Model
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Table 5.1 – Description of the Input of Crisp Values

Input of Crisp
Values

Description

Closeness • The first parameter is computed from the following
expression:
Closeness = p/w + (R - d x c) / R

P: refers to the distance between selected nodes to routing vector.
W: presents the width of routing vector and shows the closeness of selected node to the routing

vector and the second proportion.

Weight • This parameter has a direct relation with energy con-
sumption.

• This parameter indicates that if the node is selected as
a forwarder before or not. If yes, its weight increases.

• This is used to determine the energy level of the node.
• The node which works as a forwarder its energy will

degrade.
• The initial energy level and in other words the maxi-

mum energy level for each node are 10000.
• Each forwarder consumes 10 J per packet. As a result,

each forwarder can be selected 1000 times.

Depth • The maximum of depth is determined in the simula-
tion phase.

• The depth of the dimension of our simulation is the
maximum depth.

In the Following equations 5.1,5.2 we can see the formulas for Triangle and Trapezoidal
membership functions. We present the medium level (medium) with triangle member-
ship, while we present both sides levels (low, high, close, and far) by a trapezoidal mem-
bership function.
The triangle Membership Function is presented as follow:

µA(x) =



0, x < a,
x− a
b− a

, a ≤ x ≤ b,
c− x
c− b

, b ≤ x ≤ c,

0, c ≤ x

(5.1)
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However, we calculate the Trapezoidal Membership Function as follow:

µA(x) =



0, x < a,
x− a
b− a

, a ≤ x ≤ b,

1, b ≤ x ≤ c,
d− x
d− b

, c ≤ x ≤ d,

0, d ≤ x

(5.2)

The membership functions developed and their corresponding linguistic states are rep-
resented in Table 5.2.2.2 and from Figure 5.4 to Figure 5.7.
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Table 5.2 – Linguistic sets for membership functions
Weight Closeness Depth

1 Low Far Low
2 Low Far Medium
3 Low Far High
4 Low Medium Low
5 Low Medium Medium
6 Low Medium High
7 Low Close Low
8 Low Close Medium
9 Low Close High
10 Medium Far Low
11 Medium Far Medium
12 Medium Far High
13 Medium Medium Low
14 Medium Medium Medium
15 Medium Medium High
16 Medium Far Low
17 Medium Far Medium
18 Medium Far High
19 High Close Low
20 High Close Medium
21 High Close High
22 High Medium Low
23 High Medium Medium
24 High Medium High
25 High Far Low
26 High Far Medium
27 High Far High

Figure 5.4 – Fuzzy Sets for Fuzzy Variable Closeness Figure 5.5 – Fuzzy Sets for Fuzzy Variable Weight
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Figure 5.6 – Fuzzy Sets for Fuzzy Variable Depth Figure 5.7 – Fuzzy Set for Fuzzy Output Chance

5.2.2.3 Step 2: Rule Evaluation

To determine our new fuzzy output set, we supply/feed fuzzified inputs to our IF-THEN
rules we use SUM-PROD inference; which utilize multiply for AND operand and sum for
OR operand. There are some approaches to combine expressions for the result of rules.
Finally the output decision here Chance is made based of the intersection of the corre-
sponding members of the sets input values: the Weight, the Closeness and the Depth.
Table 5.2.2.3 presents the results of the conditions making in fuzzy logic for each input.
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Table 5.3 – Fuzzy Rule Evaluation
Weight Closeness Depth Chance

1 Low Far Low Very weak
2 Low Far Medium Weak
3 Low Far High LowWeak
4 Low Medium Low Weak
5 Low Medium Low Low weak
6 Low Medium High Low medium
7 Low Close Low Low weak
8 Low Close Medium Low medium
9 Low Close High medium
10 Medium Far Low Low weak
11 Medium Far Medium Medium
12 Medium Far High Low medium
13 Medium Medium Low Medium
14 Medium Medium Medium Low medium
15 Medium Medium High Medium
16 Medium Far Low High medium
17 Medium Far Medium Medium
18 Medium Far High High medium
19 High Close Low Low strong
20 High Close Medium Medium
21 High Close High High medium
22 High Medium Low Low strong
23 High Medium Medium High medium
24 High Medium High Low strong
25 High Far Low Strong
26 High Far Medium Strong
27 High Far High Very strong

5.2.2.4 Step 3: Aggregation of the rule outputs

The aggregation of the rule outputs is described in the Figure 5.8, where the OR oper-
ator simply selects the maximum of the 27 rule evaluation values, to generate the new
aggregate fuzzy set that we will use in next step.
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Figure 5.8 – Aggregation of the rule

Step 4: Defuzzification

We cannot have our chance valuewithout the last step of defuzzification, where we define
the process of transforming a fuzzy output of a fuzzy inference system into a crisp output.
Firstly with the use of Mamdani technique we calculate the implication value. Therefore,
the Centroid defuzzification method helps us to find the final crisp number to represent
the CH election chance value to form the cluster formation. So that, the equation 5.3 uses
the Center Of Area (COA) to compute the centroid defuzzification.

R =
n

∑
i=0

WiµA(Wi)/
n

∑
i=0

µA(Wi) (5.3)

With, Wi is the domain value corresponding to rule.
i, n are the number of rules triggered in the fuzzy inference engine.

µA(Wi) is the predicate truth for that domain value.

5.3 Performance Evaluation

5.3.1 Energy analysis parameters

In this section we present an analysing description of the considered metrics with which
we will evaluate the two routing protocol in the simulations part.
The first considered metrics is the Total Energy Consumption (ETC) which can be com-
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puted as follows:

ETC = Er + Th (5.4)

Where: Th: is the throughput of the network and can be expressed as:

Th =
n

∑
i=1

( h(i)

∏
j=1

p(h(j))
)

λ (5.5)

With, λ is the total number of generated packets at each node
n is the number of nodes..

h(i) is the number of hops of ith node.
p(h(j)) is the number of hops of jth node.

Er: is the total energy consumption of the network in one data gathering round with-
out contention and it is given as follows:

Er =
n

∑
i=1

(
eg +

h(i)

∑
j=1

(et + Nj × er)
)

(5.6)

With,
Nj is the number of neighbor nodes at the jth hop
eg is the average energy required to generate one data packet.
et is the average energy required to transmit one data packet from source node to destination/relay node
er is the average energy required to receive one data packet from the source node.

So, we can find the final expression of our total energy consumption 5.4 as follow:

ETC =
n

∑
i=1

(
eg +

h(i)

∑
j=1

(et + Nj × er)
)

λ (5.7)

And then, the second metric the Average Energy Consumption (AEC) per successful
packet can be calculated as follow:

AEC= ETC/Th (5.8)
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Then, we found the final expression of the equation 5.9 by using the equations 5.7 and
5.5 as follow:

AEC =
∑n

i=1

(
eg + ∑h(i)

j=1(et + Nj × er)
)

λ

∑n
i=1

(
∏h(i)

j=1 p(h(j))
)

λ
(5.9)

5.3.2 Simulation analysis and Results

The architecture of our submarine sensor network takes into consideration the general
parameters described in the Table 5.4 to evaluate the considered metrics in Table 5.5.

To implement our simulations we usedAqua-sim [8] simulator which is based onNS2
tool, where we find all the parameters that characterizes the underwater environment.
Two scenarios are considered for the performance analysis of our proposed protocol. The
first scenario studied the effect of varying de number of nodes in the network which start
from 500 nodes to 3000 nodes. In the other hand, the second scenario is interested to assess
the behavior of the network with different value of the speed of the node in the network

In the first scenario we consider the impact of Network Size to evaluate our metrics.

Table 5.4 – Configuration Parameters
• N sensor nodes which are randomly distributed in 3D field of

1000m x 1000m x 500 .

• One source fixed at location (900, 900, 500) near one corner of the
field at the floor

• One sink located in (100, 100, 0) near the opposite corner at the
surface

• all other nodes are mobile

• Each node randomly selects a destination and moves toward that
destination. Once the node arrives at the destination, it randomly
selects a new destination and moves in a new direction.

The TEC i.e. total energy consumption is illustrated in Figure 5.9. It can be seen that
the energy consumption of FLOVP is slightly increased when the number of sensor nodes
gets larger. And it is more significant as the network gets denser. This is reasonable as our
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Table 5.5 – The considered metrics

TEC Total Energy Consumption

AEC Average Energy
Consumption

Figure 5.9 – TEC vs. Network Size

Figure 5.10 – AEC vs. Network Size

proposed Fuzzy algorithm uses three parameters for decisionmaking. So, all nodes in the
neighborhood compute their fuzzy to select the next node as a forwarder .As a result the
total energy of network increases. It can be one of the issues of our future work. However,
when we compute the energy consumption of each node the Figure 10 is obtained.
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Figure 5.11 – TEC vs. Node Velocity

Figure 5.12 – AEC vs. Node Velocity

As we can see in Figure 5.10, with increasing the number of nodes to 1000 nodes in
sparse network the total energy rises. But as the network becomes denser, the average
energy consumption decreases. Furthermore, the trend of Energy consumption in FLOVP
is at the lower level than that of VBF, except in network size higher than approximately
2300 nodes. The impact of Node Velocity was the second Scenario where, the proposed
Protocol was evaluated in comparison with the VBF routing protocol. In this scenario the
network size was fixed at 1500, and the node speed is varied from 0 to 5 m/s. The result
is showing in the following.

The impact of the variation in node velocity under the water on the total energy con-
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sumption is presented in Figure 5.11. As it mentioned before, in both algorithm with
increasing node velocity, the number of nodes which is exist in the routing pipe degrades
and as a result lower nodes needs to calculate their fuzzy output for selecting forwarder
node. As a result, the total energy consumption trend for whole network decreases. But
in FLOVP protocol each node provided with a more complex computation so need more
energy. Therefore, consume more energy in contrast to VBF.
In the last Figure 5.12, the average energy consumption for each packet in terms of node
velocity is illustrated. As it can be seen, with increasing in nodes velocity in VBF protocol,
more energy is consumed for forwarding packet. On the other hand, in FLOVP when the
amount of packet delivery is higher, the total energy consumption will decrease; conse-
quently the average energy consumption for forwarding each packet is lower than that of
in VBF.

5.4 Conclusion

In this chapter, we have evaluated an improving routing protocols which use the Mam-
dani technique based on Fuzzy Logic approach in underwater environment. Through
two analysing scenarios, the effect of the number of nodes and node’s velocity on energy
consumption were tested with FLVOP protocol and compared to the VBF protocol.

The results show that the performance obtained through using fuzzy logic protocol is
satisfactory compared to the VBF protocol but the trend of Energy consumption in FLOVP
is at the least level than that of VBF, except in a network size higher than a threshold.
This study enabled us to understand how we can improve energy consumption through
implementing a new algorithm based on the fuzzy logic approach.
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Conclusions
Summary

70,71% is the proportion of water on the earth as against of only 29,29% of the ground, a
fairly appealing percentage that makes sea space a vast natural field to explore. Several
scientists from different fields have proved that the seabed and all other marine sources
give rise to many natural phenomena. This led to several searches in this natural environ-
ment, such as the development of underwater navigation during the Second World War
and also in 1945 the researchers began to deploy the underwater phone, which produced
a wide range of applications.

Building IoUT has become a very attractive area for researcher and industry due to the
ability of this type of networks to provide data in different fields, using sensor nodes that
are battery powered and placed on remote locations same as in the WSNs, as it has been
presented namely surveillance, study and monitoring of underwater events for security
and offshore exploration. Thus, the Underwater environment is a network that is charac-
terized by its unique conditions, which affect its performance in general, which make its
construction difficult and makes it a big challenge to overcome.

Communication between underwater devices is the key that makes all these applica-
tions viable, including unmanned vehicles in environments that are restrictive to humans.
In addition, the use of small batteries and for long duration imposes a strict consumption
of energy to extend the life of the network. In the other hand, the study of the sensor’s
positions is very important to better facilitate communication and subsequently to guar-
antee better network coverage and also to save more energy which will extend the life’s
network.

This thesis has investigated a study of Underwater Wireless Sensor Networks in term
of Transport Communication Protocol, energy consumption and position of sensors and
data monitoring. The result of our contributions are as follows:

The first Chapter brings a general introduction that presents the Wireless Sensor and
Underwater Wireless sensor in terms of definition, components, architectures, domain
of applications challenges and a comparison between this two kind of wireless environ-
ments.

In the second chapter which refers to our first contribution, we start by presetting a
comparative study of two traditional TCPmechanisms in underwater environment. After
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that, we present two different amelioration ofNewReno TCP inUWSNsmainly the adjust-
ment of the RTT and the adaptation of the windows. Finally, based on this analysis and
results We conclude this chapter by presenting a new TCP version on New Reno specially
adapted to Underwater environment named U-NewReno. Simulation results affirms the
large advantage of U-NewReno compared to its based TCP NewReno.

The third chapter presents our contribution related to the control of the thermocline
sensors mobility, this work aims to build an adaptive mecanisme in order to improve the
link stability in underwater networks, and we showed that using a pursuit LA algorithm
gives a great results to find an appropriate positions to the sensors.

Chapter four, introduces an approach based on a multi-objective function to improve
the quality of surveillance information in order to minimize the covariance between all
the sensors, in other words, reduce redundancy and at the same time maximize diversity.
The gradient was used to iteratively adjust the positions of the sensor nodes. Simulation
results based on realistic environmental conditions are produced, which conquerwith the
theoretical results, and illustrate the performance of our approach.

Chapter six, has investigated the reduction and the evaluation of energy consumption
of VBF routing protocol by implementing the fuzzy logic theory. The simulation results
showed a significant performances compared to the normal VBF Routing protocol.

Future research directions

While this thesis presented, a lot of perspectives remain open for large domain and appli-
cations. In this subsection we discuss directions for future research in the field of context
and prediction of future context in underwater application systems for IoUT.

For our first contribution concerning the TCP un Underwater in IoUTs, the first per-
spective is to investigate the study how other parameters in different constraint in diverse
phase of transmission can influence the performance of TCP U-New Reno in the under-
water environment. We also plan to study the use of this protocol in different real appli-
cations and compare its performance with other variants of TCP. Furthermore, it will be
relevant to perform the same study on other traditional TCP in order to adapt its param-
eters to get better performance in this kind of environment.

For the second contribution, this researchwork could lead to the development of small
autonomous robots for more precise and extended underwater search and rescue opera-
tions in IoUT.

For the third contribution, as future work, this contribution opens up an opportunity
for us to discover more parameters that influence the quality on monitoring in UWSNs
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for example, we could try to jointly optimize the communication cost and quality of mon-
itoring.

For the last contribution, interesting perspectives open up and are built on the basis
of the results of our work, since saving energy is one of the most challenged point in
IoUTs and which go beyond the scope of this thesis. As discussed above, there remains
more work to be carried out for covering all the aspects of energy saving and adaptation
conditions so that the saving energy produces quality results. Our work could be treated
by integrating different methods such as, the use of Machine Learning algorithms and
optimization techniques in order to lower and optimize the cost of energy consumption
over routing protocol.

125



126



Ph.D. Publications
International Journals (SCOPUS)

1. Bennouri Hajar, Berqia Amine,Yazidi Anis"A Diversity based Gradient Approach for
Quality ofMonitoring in Underwater Sensor Networks", Submitted to theACM Journal.

2. Bennouri Hajar, Berqia Amine, Patrick N.Koffi, "TCP U-NewReno: a Transmission
Control Protocol to Enhance transmission communication in Submarine Wireless Sensor",
Accepted in Journal of King Saud University - Computer and Information Sciences

3. Bennouri Hajar, Berqia Amine,"Assessing the performance of different TCP congestion
mechanisms in underwater wireless sensor networks", International Journal of Vehicle
Information and Communication Systems, 2020

4. BennouriHajar, Berqia Amine, PatrickN.Koffi, "Adapting the appropriate RTT timeout
of TCP newreno in submarine communication networks", Journal of Communications,
2019

International Conferences(SCOPUS)

1. Bennouri Hajar, Berqia Amine," Energy performances of a routing protocol based on
fuzzy logic approach in an underwater wireless sensor networks", 2019 International Con-
ference on High Performance Computing & Simulation (HPCS), Dublin, Ireland,
2019, pp. 990-994, doi: 10.1109/HPCS48598.2019.9188061.

2. Bennouri Hajar, Berqia Amine, Patrick N.Koffi,"Controlling Maximum Window of
TCP NewReno in Underwater Wireless Sensor Network", International Symposium on
Advanced Electrical andCommunication Technologies, ISAECT 2018 - Proceedings.

3. Hajar Bennouri, Anis Yazidi, Amine Berqia, "Apursuit learning solution to underwater
communications with limited mobility agents", RACS 2018: 112-117

4. BennouriHajar, BerqiaAmine, "The Impact of TCPPacket Size andNumber of TCPCon-
nections in Underwater Wireless Sensor Networks", Proceedings on 2018 International
Conference on Advances in Computing and Communication Engineering, ICACCE
2018

5. Bennouri Hajar, Berqia Amine, "TCP Throughput and Packet Delivery Ratio perfor-
mances in an Underwater Wireless Sensor Network", at IEEE International Conference
onCommunications for ConnectingHumanity -Joint 7thN2Women andWICE: Pro-
fessional Development Workshop. 20-24, Mai Kansas City, MO, USA (POSTER)

127



128



Appendix A

Network Simulator 2: NS2
A.1 Introduction

Network Simulator v2 (NS2) is a discrete event simulator targeted at networking research.
NS began as a variant of the REAL network simulator in 1989 and has evolved substan-
tially over the past few years.
In 1995, NS developmentwas supported byDARPA (DefenseAdvancedResearch Projects
Agency) through the VINT project at LBL, Xerox PARC, UCB, and USC/ISI(156).
Currently, NS development is supported throughDARPAwith SAMANand throughNSF
with CONSER, both in collaboration with other researchers including ACIRI.

A.2 Structure

The simulator is written in C/C++ and is interfaced with TCL (Tool Command Lan-
guage) /OTCL (Object-oriented extension of Tcl)(69) (157). The distribution between
the two languages is that the simulator kernel and the network modules are written in
C/C++.
Interfacing with the simulator is done with TCL/OTCL where the network will be initi-
ated, the topology built and the different events in the simulation configured. With this
distribution of languages, the compiled modules perform well, but there is no need to
recompile whenever a change occurs in the topology(69). However, NS2 cannot handle
a simulation in the underwater environment because this environment requires specific
components that are not built-in.

A.3 Tool Command Language and Object-oriented TCL

Tool Command Language (TCL) is most probably used for writing simulation code. An
example in(69) is provided to show how to program in TCL. OTCL is an extension of Tcl
with object-oriented programming. It is dynamically extensible and built on Tcl syntax
and concepts. The network simulator NS is actually a special version of an OTcl program-
ming language interpreter (69). This work provide a basis is provided for learning about
OTCL.
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A.4 Trace file

A trace file (cf. figure A.1) is used to collect data and processed to evaluate simulation
results. With the aid of NS2 trace file, drop or arrival of packets that occurs in the queue
or in a link are recorded (157).

Figure A.1 – Trace format example
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Appendix B

AQUASIM
B.1 Definition

Aquasim is a simulator for underwater sensor networkswhich is built on top ofNS2 (158).
The effectiveness of Aqua-sim to simulate acoustic signal attenuation, packet collisions in
underwater sensor networks, support three-dimensional deployment is discussed in(81).
The advantage with Aquasim is that it is a simulation package which runs in parallel with
the CMU wireless package while relying on NS2 so as to be independent of the wireless
package. Figure B.1 displays the relationship between Aquasim, CMU wireless package,
and NS2. Currently organized into four folders (uw common, uw mac, uw routing and
uwtcl), Aqua-Sim follows the object-oriented design style ofNS-2, and all network entities
are implemented as classes in C++ (81).

Figure B.1 – Relationship between Aqua-sim, CMU wireless package and NS-2
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Figure B.2 – Class diagram of Aqua-sim

Figure B.2 shows a design of Aquasim architecture. The implementation of Aqua-Sim
is briefly provided in (81) and it includes: - Physical layer models: underwaterChan-
nel, underwaterPhy - MAC layer classes: Broadcast MAC, Aloha, Tu-MAC, and R-MAC.
All these MAC protocols are derived from the same abstract base class âĂĲUnderwa-
terMacâĂİ - Routing layer classes: Vector based routing protocol (VBF)(61), Depth-base
Routing (DBR)(62) and Q-learning-based Routing (QELAR) - Other classes: Underwa-
terNode, GOD, UnderwaterSink Among all those simulation tools, Aquasim is the one
that has been chosen to go further in our work.

B.2 Example of TCL code on Aquasim

The Tcl code of the simulation
This script describes a 100 nodes topology of which 12 transmitting and one TCPSink

==== General setting====
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set opt(chan) Channel/UnderwaterChannel
set opt(prop) Propagation/UnderwaterPropagation
set opt(netif) Phy/UnderwaterPhy
set opt(mac) Mac/UnderwaterMac/BroadcastMac
set opt(ifq) Queue/DropTail/PriQueue
set opt(ll) LL
set opt(energy) EnergyModel
set opt(txpower) 2.0
set opt(rxpower) 1.0
set opt(initialenergy) 10000
set opt(idlepower) 0.008
set opt(ant) Antenna/OmniAntenna
set opt(ifqlen) 50 ;# max queue length in if
set opt(x) 2000 ;# X dimension of the topography
set opt(y) 2000 ;# Y dimension of the topography
set opt(z) 100
set opt(adhocRouting) DSDV

=====LINK LAYER SETTING=====
LL set mindelay50us
LLsetdelay25us
LLsetbandwidth0; notused

=====QUEUE SETTING=====
Queue/DropTail/PriQueue set PreferRoutingProtocols1

=====ANTENNA SETTING=====
set up the antennas to be centered in the node and 1.5 meters above it
Antenna/OmniAntenna set X0

Antenna/OmniAntennasetY0Antenna/OmniAntennasetZ1.5
Antenna/OmniAntennasetZ0.05
Antenna/OmniAntennasetGt1.0
Antenna/OmniAntennasetGr1.0

=====MAC LAYER SETTING=====
Mac/UnderwaterMac set bitrate1.0e4; 10kbps
Mac/UnderwaterMacsetencodinge f f iciency1
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Mac/UnderwaterMac/BroadcastMacsetpacketheadersize0; o f bytes

=====PHYSICAL LAYER SETTING=====
Initialize the SharedMedia interface with parameters to make
it work like the 914MHz Lucent WaveLAN DSSS radio interface
Phy/UnderwaterPhy set CPThresh10; 10.0
Phy/UnderwaterPhysetCSThresh0; sensingrangeo f 200minWSN
Phy/UnderwaterPhysetRXThresh0; communicationrangeo f 200inWSN
Phy/WirelessPhysetRb2 ∗ 1e6
Phy/UnderwaterPhysetPt0.2818
Phy/UnderwaterPhyset f req25; 25kHz
Phy/UnderwaterPhysetK2.0; sphericalspreading

=====TRANSPORT LAYER SETTING=====
Agent/TCP set packetSize1500
Agent/TCPsetwindowInit3

Agent/TCPsetwindow12
Agent/TCPsetrtxcurinit7

set ns [new Simulator]
set topo [new Topography]
topoloadcubicgridopt(x) opt(y)opt(z)

Create a nam trace datafile.
set nf [open dsdvnreno12de f ault.namw]

—– Setup wireless environment. —-
set tracefd [open dsdvnreno12de f ault.trw]

ns trace-all trace f d
ns namtrace-all-wireless n fopt(x) opt(y)

global TN
set TN 100
set numnode[exprTN+1]
set god[create− godnumnode]
setchan1[newopt(chan)]
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global defaultRNG
de f aultRNGseedopt(seed)
global node setting
nsnode− con f ig− adhocRoutingopt(adhocRouting)
-llType opt(ll)
−macTypeopt(mac)
-ifqType opt(i f q)
− i f qLenopt(ifqlen)
-antType opt(ant)
− propTypeopt(prop)
-phyType opt(neti f )
− channelTypeopt(chan)
-agentTrace ON
-routerTrace OFF
-macTrace OFF -topoInstance topo
− energyModelopt(energy)
-txPower opt(txpower)
− rxPoweropt(rxpower)
-initialEnergy opt(initialenergy)
− idlePoweropt(idlepower)
-channel chan1

Create underwater nodes and set position.
Setting node position block
for set i 0 i <TN incr i
set node(i)[ns node]
node(i) random-motion 0
nsinitialnodeposnode(i)50.000000

f orsetj10j1 < TNincrj110incrx10incry175node(j1)setXx1
node(j1) set Zz1
node(j1) set Yy1
nsat0.000000”node(j1)setdestx1 y10.0”

f orsetj21j2 < TNincrj210incrx20incry275node(j2)setXx2
node(j2) set Yy2
node(j2) set Zz2
nsat0.000000”node(j2)setdestx2 y20.0”
.
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for set j10 9 j10 <TN incr j10 10
incr x10 0
incr y10 75
node(j10) set Xx10
node(j10) set Yy10
node(j10) set Zz10
nsat0.000000”node(j10)setdestx10 y100.0”

Set the node 100 as sink
set node(100) [nsnode]
node(100) random-motion 0
nsinitialnodeposnode(100) 50.000000
node(100)setX475
node(100) set Y462
node(100) set Z0

ns at 0.000000 "node(100)setdest475.0462.00.0”

Set TCP agent and the application
for set j 0 j <TN incr j
set tcp(j)[newAgent/TCP/Newreno]
ns attach-agent node(j) tcp(j)
tcp(j) set fidj
set cbr(j)[newApplication/Tra f f ic/CBR]
cbr(j)attach− agenttcp(j)
cbr(j)settypeCBR
cbr(j)setpacketsize65536
cbr(j)setrate64kb
cbr(j)setrandom f alse

Set TCPSink
for set k 0 k <TN incr k
set tcpSink(k)[newAgent/TCPSink]
ns attach-agent node(100)tcpSink(k)
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#Connect TCP traffic to the sink
nsconnecttcp(0) tcpSink(0)
ns connect tcp(90)tcpSink(90)
nsconnecttcp(9) tcpSink(9)
ns connect tcp(99)tcpSink(99)
nsconnecttcp(11) tcpSink(11)
ns connect tcp(71)tcpSink(71)
nsconnecttcp(88) tcpSink(88)
ns connect tcp(28)tcpSink(28)
nsconnecttcp(32) tcpSink(32)
ns connect tcp(62)tcpSink(62)
nsconnecttcp(67) tcpSink(67)
ns connect tcp(37)tcpSink(37)

#Schedule the simulation
nsat0.5000000”cbr(0) start"
nsat0.5000000”cbr(90) start"
nsat0.5000000”cbr(9) start"
nsat0.5000000”cbr(99) start"
nsat0.5000000”cbr(11) start"
nsat0.5000000”cbr(71) start"
nsat0.5000000”cbr(88) start"
nsat0.5000000”cbr(28) start"
nsat0.5000000”cbr(32) start"
nsat0.5000000”cbr(62) start"
nsat0.5000000”cbr(67) start"
nsat0.5000000”cbr(37) start"
nsat295.000000”cbr(0) stop"
nsat295.000000”cbr(90) stop"
nsat295.000000”cbr(9) stop"
nsat295.000000”cbr(99) stop"
nsat295.000000”cbr(11) stop"
nsat295.000000”cbr(71) stop"
nsat295.000000”cbr(88) stop"
nsat295.000000”cbr(28) stop"
nsat295.000000”cbr(32) stop"
nsat295.000000”cbr(62) stop"
nsat295.000000”cbr(67) stop"
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nsat295.000000”cbr(37) stop"

# Run the simulation
proc finish
global ns nf
ns f lush− trace
closenf
exec nam dsdvnreno12de f ault.nam
exit0

#callthe f inishprocedurea f ter5miniuteso f simulatedtime
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Appendix C

Appendix: derivation of the gradient
of diversity
From equation 4.1, it is easy to obtain

∂Li,j

∂xi
= − 1

2σ2
x
(xi − xj)Li,j

Therefore
∂L
∂xi

=
1
σ2

x
L� dG

dxi

We apply the Jacob formula:
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and we got:
∂ det(L)

∂xi
=

det(L)
σ2

s
tr(L� L−T dG

dxi
) (C.1)

We used that the diagonal entries of (A ◦ B)CT and (A ◦ C)BT coincide (159) and we
used too the fact that dG

dxi

T
=

dG
dxi

because of symmetric.

The matrix R =
(

L � L−T) is commonly known the field of control theory as the
relative gain array and admits many applications in the latter field .
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Similarly:
∂ det(L)

∂zi
=

det(L)
σ2

d
tr(L� L−T dG

dzi
) (C.2)
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Appendix D

Appendix: Proof of the convergence
of the gradient controller
We define the gradient controller as:

Fζ = H − ζdet(L) (D.1)

To prove that our gradient controller (equation D.1) converges to a critical point of Fζ ,
we must verify the following 4 properties:

1. Must be differential;
2. Must be locally Lipschitz;
3. Must have a lower bound;
4. Must be radially unbounded or the trajectories of the system must be bounded.
While this assures convergence to a critical point of Fζ , small perturbations to the

system will cause the gradient controller to converge to a local minimum and not a local
maximum or saddle point of the cost function (160).

H and det(L) verify properties 1, 2, 3 and 4.
We use also the sum of two Lipschitz functions is Lipschitz.
Therefore Fζ verify all the 4 properties (121).

D.1 Environment 2

Our second environment is obtained from(122) and is characterised by σs = 1.97786755059
as covariance according to X and σd = 1.19859333137 as covariance according to Z. We
obtain similar results to environment 1.
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vcaptionCovariance for w1 = 0.2 and w1 = 0.8

Figure D.1 – Diversity for w1 = 0.2 and w1 = 0.8
Figure D.2 – Diversity for ω = 0.8 and ω = 0.2 and 10 sensors
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Figure D.3 – Final Positions for w1 = 0.2 and w1 = 0.8

Figure D.4 – Covariance for w1 = 0.2 and w1 = 0.8

143



Figure D.5 – Diversity for ω = 0.8 and ω = 0.2 and 20 sensors

Figure D.6 – Final Positions for w1 = 0.2 and w1 = 0.8
Figure D.7 – Final Positions for ω = 0.8 and ω = 0.2 and 20 sensors
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