Numerous disciplines of the sciences, engineering, and economics use interpolation and approximation as specific and crucial numerical techniques to solve problems such as the reconstruction of shapes, the fabrication of mechanical parts, the visualization of human body organs, etc. However, when the form is complicated, it is difficult to determine the shape of the underlying function of the measurement data using a single polynomial. Therefore, employing a smooth piecewise function in this situation is preferable. The term "spline" refers to this particular function. Splines are among the most helpful interpolation and approximation functions due to their ease of construction and capacity to approximate complex forms.

We propose in this thesis a composite construction of the Hermite spline interpolant by adopting two techniques namely the minimization of slopes and the insertion of additional knots. To establish the first interpolant, we must first solve a Hermite interpolation problem in the space of a cubic Algebraic Trigonometric (AT) spline. Next, the interpolant slopes are estimated by minimizing the first derivative oscillation. Then a quadratic AT Hermite spline interpolation has also been considered by adding additional knots. This interpolant is constructed to reduce the computational cost of the cubic Hermite AT spline and avoid solving any system of equations. Furthermore, this method allows the user to adjust the locations of the added knots to preserve the data's monotonicity.

Cubic Hermite splines interpolation in the space of Algebraic Hyperbolic (AH) functions has also been studied. This interpolant reproduces linear polynomials and hyperbolic functions. Then, the rise time of a second-order system is fitted as a function of the damping ratio using a Hermite algebraic hyperbolic spline scheme.

Finally, we address the approximation with a cubic Hermite spline interpolation scheme reproducing linear polynomials and hyperbolic functions. The interpolation scheme is mainly defined using integral values over the subintervals of a function to be approximated instead of the function and its first derivative values. As a result, the scheme provides an optimal convergence order.
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## Abstract

Numerous disciplines of the sciences, engineering, and economics use interpolation and approximation as specific and crucial numerical techniques to solve problems such as the reconstruction of shapes, the fabrication of mechanical parts, the visualization of human body organs, etc. However, when the form is complicated, it is difficult to determine the shape of the underlying function of the measurement data using a single polynomial. Therefore, employing a smooth piecewise function in this situation is preferable. The term "spline" refers to this particular function. Splines are among the most helpful interpolation and approximation functions due to their ease of construction and capacity to approximate complex forms.

We propose in this thesis a composite construction of the Hermite spline interpolant by adopting two techniques namely the minimization of slopes and the insertion of additional knots. To establish the first interpolant, we must first solve a Hermite interpolation problem in the space of a $\mathcal{C}^{1}$ cubic Algebraic Trigonometric (AT) spline. Next, the interpolant slopes are estimated by minimizing the first derivative oscillation. Then a $\mathcal{C}^{1}$ quadratic AT Hermite spline interpolation has also been considered by adding additional knots. This interpolant is constructed to reduce the computational cost of the $\mathcal{C}^{1}$ cubic Hermite AT spline and avoid solving any system of equations. Furthermore, this method allows the user to adjust the locations of the added knots to preserve the data's monotonicity.

Cubic Hermite splines interpolation in the space of Algebraic Hyperbolic (AH) functions has also been studied. This interpolant reproduces linear polynomials and hyperbolic functions. Then, the rise time of a second-order system is fitted as a function of the damping ratio using a $\mathcal{C}^{1}$ Hermite algebraic hyperbolic spline scheme.

Finally, we address the approximation with a $\mathcal{C}^{2}$ cubic Hermite spline interpolation scheme reproducing linear polynomials and hyperbolic functions. The interpolation scheme is mainly defined using integral values over the subintervals of a function to be approximated instead of the function and its first derivative values. As a result, the scheme provides an optimal convergence order.

Keywords: Algebraic trigonometric splines, Algebraic hyperbolic splines, Hermite interpolation, Monotonicity-preserving, Integro cubic interpolation.
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## Symbols

| $\mathbb{E}_{n}$ | vector space of dimension $n$ |
| :---: | :--- |
| $\mathbb{E}_{n}^{*}$ | vector space of all linear forms defined on $\mathbb{E}_{n}$ |
| $\mathbb{P}_{n}$ | space of polynomials of degree $n$ |
| $\mathcal{C}^{m}([a, b])$ | space of functions with $m$ continuous derivatives on the interval $[a, b]$ |
| $\mathcal{L}_{n, j}(x)$ | Lagrange's fundamental polynomials |
| $\Delta_{n}$ | partition of a bounded interval $[a, b]$ |
| $\left\{x_{i}\right\}_{i=1}^{n}$ | $n$ knots |
| $\left\{f_{i}^{0}\right\}_{i=1}^{n}$ | $n$ function values |
| $\left\{f_{i}^{1}\right\}_{i=1}^{n}$ | $n$ first derivative function values |
| $\mathbb{S}_{m}\left(\Delta_{n}\right)$ | linear space of all polynomial splines of degree $m-1$, with knot set $\Delta_{n}$ |
| $S_{4}^{1}\left(\Delta_{n}\right)$ | space of cubic splines on $\Delta_{n}$ with global $C^{1}$ continuity |
| $\|A\|$ | determinant of a square matrix $A$ |
| $\Gamma_{4}$ | space of algebraic and trigonometric functions |
| $\Gamma_{4}^{\prime}$ | space of algebraic and hyperbolic functions |
| $e_{0}(t)$ | excitation of linear second order system |
| $y(t)$ | response of linear second order system |
| $Y(z)$ | Laplace transform function of $y(t)$ |
| $E_{0}(z)$ | Laplace transform function of $e_{0}(t)$ |
| $H_{t}(z)$ | the transfer function of a second order system |
| $\xi$ | damping ratio |
| $\operatorname{Tr}$ | rise time |
| $\omega_{n}$ | natural frequency |

## General Introduction

Nowadays, numerical methods are a common tool, just a click away from the user. Interpolation is a particular and very important numerical method, which is widely used to address the solution of theoretical problems and show their full potential to numerically solve problems that occur in many different branches of science, engineering, and economics.

The interpolation approximants should be easily evaluated, differentiated and integrated. Spline functions, i.e., smooth piecewise polynomial functions, fulfill all these requirements. Since the introduction of the systematic study of spline functions by I. J. Schoenberg in the 1940s [50], they have become an indispensable tool in approximation theory and numerical computation, including computer-aided geometric design (CAGD) [51, 52], the numerical solution of PDEs, numerical quadratures, interpolation and quasi-interpolation, regularization, least squares, isogeometric analysis, and image processing.

Spline functions have been the subject of many research results that have been presented in well-known books [34, 53]. Furthermore, thousands of papers related to spline functions and their applications have been published in the last five years in fields ranging from computer science, engineering, physics, and astronomy to entertainment and conceptual design assistance.

Polynomial spline functions are the most commonly used class, mainly because they admit normalized bases on any bounded interval $[a, b]$ (Bernstein bases and B-spline bases); for more details, see [53, 54, 55, 56]. Indeed, Bernstein bases and Bsplines possess several interesting properties, such as non-negativity, local support, the partition of unity, and positive bases [57]. Moreover, Bernstein's basis functions of degree $n$ are the best among all bases of the polynomial space of degree less than or equal to $n$. This means that it is the basis relative to which the control polygon of any curve yields the best information on the curve itself. The non-polynomial B-splines have also been studied in the literature. For instance, the trigonometric B-splines were presented in [58, 59]. The authors in [60] have established a recurrence relation for the trigonometric B-splines of arbitrary order. The complete construction of arbitrary order exponential tension B-splines was provided in [61]. An updated analysis of this type of spline can be found in [62, 63]. Hyperbolic splines are a common name for the splines connected to the exponential B-spline space [64].

Unfortunately, neither Bernstein bases nor B-splines are suitable to perfectly
describe conic sections, which are shapes of major interest in certain engineering applications. This resulted in the introduction of NURBS [65], which can be seen as a generalization of B-splines, inheriting from them important properties and with the additional benefit of making possible the exact representation of conic sections. On the other hand, the NURBS representation suffers from some drawbacks that are considered critical in CAD. In fact, the necessity of weights does not have an evident geometric meaning and their selection is often unclear. Furthermore, it behaves awkwardly with respect to differentiation and integration, which are indispensable operators in analysis. On this concern, it is sufficient to think about the complex structure of the derivative of a NURBS curve of a given order.

An alternative is to use the so-called generalized B-splines; see $[66,67]$ and references therein. The generalized B -splines belong to the extended space spanned by $\left\{1, x, \ldots, x^{n-2}, u_{1}(x), u_{2}(x)\right\}$, where $u_{1}$ and $u_{2}$ are smooth functions. The two functions $u_{1}$ and $u_{2}$ can be selected to achieve the exact representation of salient profiles of interest and/or to obtain particular features. The most popular choices of these functions are: $\left(u_{1}(x), u_{2}(x)\right)=(\sin (x), \cos (x))$ and $\left(u_{1}(x), u_{2}(x)\right)=(\exp (x), \exp (-x))$, which yield algebraic trigonometric and algebraic exponential splines, respectively. The algebraic exponential splines are often referred as algebraic hyperbolic splines. Algebraic trigonometric and hyperbolic splines allow an exact representation of conic sections, as well as of some transcendental curves, such as helix and cycloid curves. In fact, they are in a position to provide parametrizations of conic sections that are significantly more related to the arc length than NURBS.

These classes of splines are also known as cycloidal spaces, and they have become the subjects of a considerable amount of research [68, 69, 70, 71, 72, 73, 74, 75, 76]. The algebraic hyperbolic spaces spanned by the functions $1, x, \ldots, x^{n-2}, \cosh (x)$, $\sinh (x)$, for $x \in \mathbb{R}$, have been widely considered in the literature; see [69] and references quoted. They yield the tension splines, which are extremely useful for avoiding undesirable oscillations in the interpolation curves [77].

Positivity, monotonicity or convexity are global properties that must be preserved when interpolating data coming from functions that present these characteristics, found when dealing with problems in very different fields of science and technology, as well as in Computer Aided Geometric Design.

A large number of methods have been proposed, among which should be mentioned the use of $\mathcal{C}^{1}$ quadratic splines [8, 13, 25, 35], $\mathcal{C}^{1}$ cubic splines [7], piecewise polynomial functions of varying degrees [9, 10], rational splines [12], splines in tension [47, 36], parametric splines [21, 26], parametric spline curves [14] and subsivision schemes [30] (see also [15, 16, 19] for a survey of spline-based methods until the early 90's).

In the last thirty years there has been an increase in the number of works on this topic, considering higher regularity or geometric regularity and more general spaces (see e.g. [37] and references therein).

In [4] a method of interpolation and smooth curve fitting is proposed. It is based on piecewise functions with slopes at the junction points locally determined under a geometrical condition. In [45] Hermite-type cubic splines are used in order to obtain a suboptimal algorithm in least squares data fitting problems. In [6], an optimal property for cubic interpolating splines of Hermite type is developed and applied to problems arising from data fitting area. Recently, in [17] an optimal cubic Hermite interpolation method is presented. It consists of the optimization of the derivatives at the knots defining the spline space.
In this thesis, the spaces $\Gamma=\{1, x, \sin x, \cos x\}$ and $\Gamma^{\prime}=\{1, x, \sinh x, \cosh x\}$ are used to construct two Hermite cubic spline interpolants, the first scheme is exact on $\Gamma$ and the second on $\Gamma^{\prime}$. The unknowns of the two interpolation schemes are obtained by a minimization technique that allows the constructed interpolants to preserve the monotonicity of the given data. In addition we define and study a many-knots $\mathcal{C}^{1}$ quadratic algebraic trigonometric spline interpolant.

Integro spline approximation was treated in various works in the literature. The author in $[80,81]$ developed two types of integro spline approximants, cubic and quintic cases, respectively. The two schemes introduced in [80, 81] require various end conditions and the solution of a three-diagonal system of linear equations. Solving a linear system of equations sometimes is very expensive, so the authors in [82] developed cubic integro splines quasi-interpolant without solving any system of equations. An integro quartic spline scheme has been constructed in [83]. The authors in [69, 84] provided some integro spline schemes for the case of non-polynomial splines. More recent work on the integro spline approximation is given in [85, 86].

In this thesis, a new class of integro spline approximant is introduced. The proposed operator is $\mathcal{C}^{2}$ smooth everywhere and exactly reproduces both linear polynomials and hyperbolic functions, which is useful to avoid undesirable oscillations in curves' interpolation. Some end conditions are needed, and to avoid this inconvenience, we have proposed a modified scheme that does not require additional end conditions.

## Outlined of the thesis

This thesis consists of four chapters. In the first one, we mention some theoretical results of general interpolation problems and deal with polynomial spline interpolation.

In Chapter 2, we begin by defining and studying an optimal Algebraic Trigonometric (AT) interpolant, which is exact on the linear space spanned by $\{1, x, \sin x, \cos x\}$, the construction of this interpolant is local, the values of the interpolation depend only on the function and its first derivative values at the data points, the function values at the knots are suppose known, and the first derivative values remain to be determined using a minimization approach. Then we define a $\mathcal{C}^{1}$ algebraic trigonometric (AT) spline that preserves the monotonicity of the data. This method allows
the user to adjust the locations of the added knots.

In Chapter 3, A cubic Hermite Algebraic Hyperbolic (AH) interpolant that produces all functions in the space spanned by $\{1, x, \sinh x, \cosh x\}$ is proposed. The unknown of the interpolant is obtained by minimizing the mean oscillation of the derivative. This interpolant has been applied to fit data from a second order system.

In Chapter 4, we propose a cubic Hermite spline interpolation scheme reproducing both linear polynomials and hyperbolic functions. The interpolation scheme is principally defined by means of integral values on the subintervals of a partition of the function to be approximated instead of the function and its first derivative values. The scheme provided is $\mathcal{C}^{2}$ everywhere and gives an optimal order.

Finally, we summarize our contributions, some perspectives, and possible future research directions.

## Chapter 1

## Preliminaries
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This chapter recalls some theoretical results of general interpolation problems and some polynomial interpolation representations. Then we will discuss the spline interpolation. In addition, we will focus on the Hermite polynomial spline interpolation.

### 1.1 A General Interpolation Problem

Problem 1.1.1. [2] Let $\mathbb{E}_{n}$ be a finite vector space of dimension $n$ and let $v_{i}(i=$ $1, \ldots, n)$ be $n$ given linear form defined on $E_{n}$, for a given set of data $\left\{c_{i}\right\}_{i=1}^{n}$. The problem is finding an element $\phi$ in $\mathbb{E}_{n}$ such that

$$
\begin{equation*}
v_{i}(\phi)=c_{i} \quad i=1, \ldots, n \tag{1.1.1}
\end{equation*}
$$

The vector space of all linear forms defined on $\mathbb{E}_{n}$ is denoted by $\mathbb{E}_{n}^{*}$.

Lemma 1.1.1. [2] Let $\mathbb{E}_{n}$ be a vector space of dimension n. if the $\phi_{i}(i=1, \ldots, n)$ are independent in $\mathbb{E}_{n}$ and $v_{i}(i=1, \ldots, n)$ are independent in $\mathbb{E}_{n}^{*}$ then

$$
D=\left|\begin{array}{ccc}
v_{1}\left(\phi_{1}\right) & \ldots & v_{1}\left(\phi_{1}\right)  \tag{1.1.2}\\
& \vdots & \\
v_{n}\left(\phi_{1}\right) & \ldots & v_{n}\left(\phi_{n}\right)
\end{array}\right| \neq 0
$$

where $D$ is the determinant of the matrix $\left(v_{i}\left(\phi_{j}\right)\right)$.
Inversely, if any of the set $\left\{v_{i}\right\}_{i=1}^{n}$ or $\left\{\phi_{i}\right\}_{i=1}^{n}$ are independent and (1.1.2) holds then the other set is also independent.

Proof 1.1.1. Suppose that $D=0$. Then the system of linear equations

$$
\begin{aligned}
a_{1} v_{1}\left(\phi_{1}\right)+a_{2} v_{2}\left(\phi_{1}\right)+\cdots+a_{n} v_{1}\left(\phi_{1}\right) & =0 \\
\vdots & \\
a_{1} v_{1}\left(\phi_{n}\right)+a_{2} v_{2}\left(\phi_{n}\right)+\cdots+a_{n} v_{1}\left(\phi_{n}\right) & =0
\end{aligned}
$$

has a nontrivial solution $a_{1}, a_{2}, \ldots, a_{n}$.
So,

$$
\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{1}\right)\left(\phi_{i}\right)=0, \quad i=1,2, \ldots, n
$$

and

$$
\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{1}\right)(\phi)=0, \quad \forall \phi \in \mathbb{E}_{n}
$$

because $\left\{\phi_{i}\right\}_{i=1}^{n}$ form a basis of $\mathbb{E}_{n}$.
Therefore

$$
a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{1}=0
$$

hence $\left\{v_{i}\right\}_{i=1}^{n}$ are dependent.
For the converse, we can use the same logic.
Theorem 1.1.1. [2] Let $\mathbb{E}_{n}$ be a vector space of dimension $n$ and $v_{i}(i=1, \ldots, n)$ be $n$ elements of $\mathbb{E}_{n}^{*}$. The interpolation problem (1.1.1) possesses a unique solution for arbitrary values $c_{i}(i=1, \ldots, n)$ if and only if the $v_{i}(i=1, \ldots, n)$ are independent in $\mathbb{E}_{n}^{*}$.

Proof 1.1.2. Suppose that the $\left\{v_{i}\right\}_{i=1}^{n}$ are independent in $\mathbb{E}_{n}^{*}$ and $\left\{\phi_{i}\right\}_{i=1}^{n}$ are independent in $\mathbb{E}_{n}$ then by Lemma 1.1.1 the determinant $\left|\begin{array}{ccc}v_{1}\left(\phi_{1}\right) & \cdots & v_{1}\left(\phi_{1}\right) \\ \vdots & \\ v_{n}\left(\phi_{1}\right) & \cdots & v_{n}\left(\phi_{n}\right)\end{array}\right| \neq 0$ therefore the system

$$
v_{i}\left(a_{1} \phi_{1}+a_{2} \phi_{2}+\cdots+a_{n} \phi_{n}\right)=c_{i} \quad i=1, \ldots, n
$$

i.e.

$$
\begin{equation*}
a_{1} v_{i}\left(\phi_{1}\right)+a_{2} v_{i}\left(\phi_{2}\right)+\cdots+a_{n} v_{i}\left(\phi_{n}\right)=c_{i} \quad i=1, \ldots, n \tag{1.1.3}
\end{equation*}
$$

has a solution $a_{1}, a_{2}, \ldots, a_{n}$ and $\phi=\sum_{i=1}^{n} a_{i} \phi_{i}$ is a solution of the interpolation problem 1.1.1
Inversely, if the problem (1.1.1) has a solution for arbitrary values $c_{i}(i=1, \ldots, n)$ then the system

$$
a_{1} v_{i}\left(\phi_{1}\right)+a_{2} v_{i}\left(\phi_{2}\right)+\cdots+a_{n} v_{i}\left(\phi_{n}\right)=c_{i} \quad i=1, \ldots, n
$$

has a solution for arbitrary values $c_{i}(i=1, \ldots, n)$ this implies that

$$
\left|\begin{array}{ccc}
v_{1}\left(\phi_{1}\right) & \cdots & v_{1}\left(\phi_{1}\right) \\
& \vdots & \\
v_{n}\left(\phi_{1}\right) & \cdots & v_{n}\left(\phi_{n}\right)
\end{array}\right| \neq 0 .
$$

Therefore the $\left\{v_{i}\right\}_{i=1}^{n}$ are independent.
Several function spaces and related systems of independent functional are known and have been studied in detail. In this chapter, we will mention some of the most popular of them .

Example 1.1.1. Taylor interpolation

$$
\mathbb{E}_{n}=\mathbb{P}_{n}, \quad v_{i}(p)=p^{(i)}\left(x_{0}\right) \quad i=0, \ldots, n .
$$

This module shows the Taylor polynomial interpolation. The Taylor polynomial interpolant of degree $n$ for a smooth function $f(x)$ around a point $x_{0}$ is the unique polynomial $p(x)$ of degree $n$ whose value and those of its $n$ first derivatives at $x_{0}$ agree with those of $f$, i.e., $p^{(i)}\left(x_{0}\right)=f^{(i)}\left(x_{0}\right)$ for $i=0,1, \ldots, n$.

## Example 1.1.2. (Interpolation at discrete points)

Let $\left\{x_{i}\right\}_{i=0}^{n}$ be a distinct real numbers .

$$
\mathbb{E}_{n}=\mathbb{P}_{n}, \quad v_{i}(p)=p\left(x_{i}\right) \quad i=0, \ldots, n .
$$

This example shows the standard polynomial interpolation at discrete points . The polynomial interpolant of degree $n$ for a data $\left\{f_{i}\right\}_{i=0}^{n}$ at the knots $\left\{x_{i}\right\}_{i=0}^{n}$ it is the unique polynomial $p(x)$ of degree $n$ whose value at $x_{i}$ is equal to $f_{i}$, i.e.

$$
p\left(x_{i}\right)=f_{i}, \quad i=0,1, \ldots, n .
$$

Example 1.1.3. (Hermite or Osculatory Interpolation)
Let $\left\{x_{i}\right\}_{i=0}^{n}$ be a distinct real numbers .

$$
\mathbb{E}_{n}=\mathbb{P}_{2 n+1}, \quad v_{i}^{j}(p)=p^{(j)}\left(x_{i}\right) \quad i=0, \ldots, n \quad \text { and } j=0,1 .
$$

The problem here is to finding a polynomial $p(x)$ in $\mathbb{P}_{2 n+1}$ which passes through given points with given slopes. Specifically, let consider the given data $\left\{x_{i}, f_{i}, f_{i}^{\prime}\right\}_{i=0}^{n}$.

Find a polynomial $p(x)$ in $\mathbb{P}_{2 n+1}$ such that

$$
p^{(j)}\left(x_{i}\right)=f_{i}^{(j)}, \quad i=0, \ldots, n \text { and } j=0,1 .
$$

## Example 1.1.4. (General Hermite Interpolation)

Let $\left\{x_{i}\right\}_{i=0}^{n}$ be a distinct real numbers.

$$
\mathbb{E}_{n}=\mathbb{P}_{N}, \quad v_{i}^{j}(p)=p^{(j)}\left(x_{i}\right) \quad i=0, \ldots, n \quad \text { and } j=0,1, \ldots, r_{i} .
$$

Where $N=n+\sum_{i=0}^{n} r_{i}$.
A general Hermite polynomial interpolation consists of determining a polynomial $p(x)$ in $\mathbb{P}_{N}$ such that

$$
p_{i}^{j}\left(x_{i}\right)=f_{i}^{(j)} \quad i=0, \ldots, n \quad \text { and } j=0,1, \ldots, r_{i} .
$$

Where $f_{i}^{j}$ and $r_{i}, i=0, \ldots, n ; j=0,1, \ldots, r_{i}$, are given.
Before proving that these functionals are independent on the corresponding space, a remark is in order. Examples 1.1.1, 1.1.2 and 1.1.3 are a special cases of Example 1.1.4.
Therefore it suffices to demonstrate the Example 1.1.4, to this end we need the following theorem.

Theorem 1.1.2. Consider a square matrix $A=\left(a_{i, j}\right), i=1, \ldots, n$ and $j=1, \ldots, n$. The homogeneous system

$$
\sum_{i=1}^{n} a_{i, j} x_{j}=0, \quad \text { for } i=1, \ldots, n
$$

has a non trivial solution (i.e a solution other than $x_{1}=x_{2}=\ldots=x_{n}=0$ ) if and only if the determinant of the matrix $A$ is equal to zero i.e. $|A|=0$.

Proof 1.1.3. Example 1.1.4 (General Hermite Interpolation). Let $p \in \mathbb{P}_{N}, N=n+\sum_{i=0}^{n} r_{i}$ and consider the homogeneous system

$$
\begin{equation*}
v_{i}^{j}(p)=p^{(j)}\left(x_{i}\right)=0, \quad \text { for } \quad i=0, \ldots, n \text { and } j=0,1, \ldots, r_{i} . \tag{1.1.4}
\end{equation*}
$$

Using the Factorisation Theorem, if all conditions (1.1.4) are satisfies except the last one ( $p^{\left(r_{n}\right)}\left(x_{n}\right)=0$ ), then

$$
p(x)=q(x)\left(x-x_{0}\right)^{r_{0}+1}\left(x-x_{1}\right)^{r_{1}+1} \cdots\left(x-x_{n}\right)^{r_{n}} .
$$

Where $q$ a polynomial, since the degree of $p$ is $N$ then $q(x)$ must have degree 0 .

## Furthermore

$$
p^{\left(r_{n}\right)}\left(x_{n}\right)=q\left(r_{n}\right)!\left(x_{n}-x_{0}\right)^{r_{0}+1}\left(x_{n}-x_{1}\right)^{r_{1}+1} \cdots\left(x_{n}-x_{n-1}\right)^{r_{n-1}+1}=0
$$

and $x_{i} \neq x_{j}$ for $i \neq j$, this implies that $q=0$, consequently $p$ is a zero polynomial. The homogeneous interpolation problem has only the zero solution and therefore according to Theorem 1.1.2 the non-homogeneous problem has a unique solution.

### 1.2 Polynomial Interpolation Representation

In this section we will present some of the most popular polynomial interpolation formula. Consider the data $\left\{\left(x_{i}, f_{i}\right)\right\}_{i=0}^{n}$, we are interested in this case by the discrete interpolation and we suppose that the interpolation points $\left\{x_{i}\right\}_{i=0}^{n}$ are all distinct, therefore the procedure of finding a polynomial that passes through the points $\left\{\left(x_{i}, f_{i}\right)\right\}_{i=0}^{n}$ is equivalent to solving a system of linear equations $A x=b$ which has a unique solution. However, different methods for finding the interpolating polynomial use a different A, since they each use a different basis for the space $\mathbb{P}_{n}$ of polynomials of degree $\leq n$. The simplest way to calculate the interpolation polynomial is to form the system $A x=b$ where $b_{i}=f_{i}, i=0, \ldots, n$ and the entries of $A$ are given by $a_{i, j}=P_{j}\left(x_{i}\right), i=0, \ldots, n$, where $P_{j}(x)=x^{j}, j=0, \ldots, n$. The basis $\left\{1, x, x^{2}, \ldots, x^{n}\right\}$ of the space $\mathbb{P}_{n}$ is called the monomial basis and the associated matrix $A$ is called Vandermonde matrix. Unfortunately, this matrix can be ill-conditioned. The Lagrange interpolation overcome this problem.

### 1.2.1 Lagrange Interpolation Formula

In Lagrange interpolation, the matrix $A$ is just the identity matrix, because the interpolation polynomial is written as

$$
\begin{equation*}
P(x)=\sum_{j=0}^{n} f_{j} \mathcal{L}_{n, j}(x) . \tag{1.2.1}
\end{equation*}
$$

With $P(x)$ is a polynomial of degree $n$ and satisfies

$$
\begin{equation*}
P\left(x_{i}\right)=f_{i} \quad i=0, \ldots, n \tag{1.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{n, j}(x)=\prod_{k=0, k \neq j}^{n} \frac{x-x_{k}}{x_{j}-x_{k}} . \tag{1.2.3}
\end{equation*}
$$

It easy to see that

$$
\mathcal{L}_{n, j}\left(x_{i}\right)=\left\{\begin{array}{ll}
1 & \text { if } i=j  \tag{1.2.4}\\
0 & i \neq j
\end{array} .\right.
$$

The polynomials $\left\{\mathcal{L}_{n, j}\right\}_{j=0}^{n}$, are called the fundamental polynomials for the interpolation points $\left\{x_{i}\right\}_{i=0}^{n}$ and they constitute a basis of $\mathbb{P}_{n}$.
The formula (1.2.1) is called Lagrange Interpolation Formula. Notice that, since the interpolation problem (1.2.2) has a unique solution, all other representations of the solution must, upon rearrangement of terms, coincide with the Lagrange polynomial.

Theorem 1.2.1. (Lagrange Interpolation Error) Let $f \in \mathcal{C}^{n+1}([a, b])$ and $a:=x_{0}<$ $x_{1}<\cdots<x_{n}=: b$.
Let $P \in \mathbb{P}_{n}$ the Lagrange polynomial defined by $P\left(x_{i}\right)=f\left(x_{i}\right) \quad i=0, \ldots, n$.
Then

$$
\begin{equation*}
|P(x)-f(x)| \leq \frac{1}{(n+1)!} \max _{x \in[a, b]}\left|f^{(n+1)}(\bar{x})\right| \max _{x \in[a, b]}\left|\Pi_{n+1}(x)\right| \tag{1.2.5}
\end{equation*}
$$

where $\Pi_{n+1}(x)=\prod_{j=0}^{n}\left(x-x_{j}\right)$ and $a<\bar{x}<b$.
Proof 1.2.1. We assume that $x$ is not one of the interpolation points $x_{0}, x_{1}, \ldots, x_{n}$, and we define

$$
\phi(t)=P(t)-f(t)-\frac{P(x)-f(x)}{\Pi_{n+1}(x)} \Pi_{n+1}(t) .
$$

Since $x$ is not one of the interpolation point, then $\phi(t)$ has at least $n+2$ zeros ( $x$ and $\left.x_{0}, x_{1}, \ldots, x_{n}\right)$. In addition, $\Pi_{n+1}(x) \neq 0$, so $\Pi_{n+1}(x)$ is well-defined.

Because $f \in \mathcal{C}^{n+1}([a, b])$ and $x \in[a, b]$, it follow, by the Generalised Rolle's Theorem, $\phi^{n+1}$ must have at least one zero in $[a, b]$.
Therefore, at some point $\bar{x} \in[a, b]$, that depends on $x$, we have

$$
0=\phi^{n+1}(\bar{x})=f^{n+1}(t)-\frac{P(x)-f(x)}{\Pi_{n+1}(x)}(n+1)!
$$

which concludes the proof.
The Lagrange form is certainly quite elegant, but compared to other approaches to writing and evaluating the interpolation polynomial, it is far from the most efficient. The following section introduce an extension of Lagrange interpolation, which consists, for a given derivable function and a given finite number of points, in constructing a polynomial which is both interpolator (i.e. whose values at the given points coincide with those of the function) and osculator (i.e. whose values of the derivative at the given points coincide with those of the derivative of the function), we are talking about the Hermite interpolation.

### 1.2.2 Hermite Interpolation

The Hermite interpolation problem consists to find a polynomial $P_{n}$ that interpolates the function $f$ and its derivative $f^{\prime}$. More precisely, let $\left\{\left(x_{i}, f_{i}^{0}, f_{i}^{1}\right)\right\}_{i=0}^{n}$, with
$f_{i}^{0}=f\left(x_{i}\right)$ and $f_{i}^{1}=f^{\prime}\left(x_{i}\right)$ be the given data. We search a polynomial $P$ such that

$$
\begin{equation*}
P^{(j)}\left(x_{i}\right)=f_{i}^{j} \quad i=0, \ldots, n \text { and } j=0,1 . \tag{1.2.6}
\end{equation*}
$$

Theorem 1.2.2. There is exactly one $P \in \mathbb{P}_{2 n+1}$ satisfies Hermite interpolation conditions (1.2.6).

Proof 1.2.2. We begin by establish the existence of a basis polynomial of $\mathbb{P}_{2 n+1}$ such that

$$
P(x)=\sum_{i=0}^{n} f_{i}^{0} A_{i}(x)+\sum_{i=0}^{n} f_{i}^{1} B_{i}(x)
$$

the polynomial $P$ must satisfy the conditions (1.2.6) which allows to impose the following conditions on the polynomials $A_{i}$ and $B_{i}$

$$
\begin{array}{ll}
A_{i}\left(x_{j}\right)=\delta_{i, j}, B_{i}\left(x_{j}\right)=0 & i=0, \ldots, n, \\
A_{i}^{\prime}\left(x_{j}\right)=0, B_{i}^{\prime}\left(x_{j}\right)=\delta_{i, j} & i=0, \ldots, n,
\end{array}
$$

this conditions allows us to construct the functions $A_{i}$ and $B_{i}$.
We have $A_{i}\left(x_{j}\right)=A_{i}^{\prime}\left(x_{j}\right)=0$ for $i \neq j$ then $\left(x-x_{j}\right)^{2}$ divide $A_{i}(x)$ for $i \neq j$, so, we can write $A_{i}(x)$ in the form

$$
A_{i}(x)=q(x) \mathcal{L}_{n, i}^{2}(x)
$$

where $q(x)=a x+b$ and $\mathcal{L}_{n, i}(x)=\prod_{j=0, j \neq i}^{n} \frac{x-x_{j}}{x_{i}-x_{j}}$.
Using the equations $A_{i}\left(x_{i}\right)=1$ and $A_{i}^{\prime}\left(x_{j}\right)=0$ we find that $a=-2 \mathcal{L}_{n, i}^{\prime}\left(x_{i}\right)$ and $b=1-a x_{i}$.
Finally

$$
A_{i}(x)=\left(1-2\left(x-x_{i}\right) \mathcal{L}_{n, i}^{\prime}\left(x_{i}\right)\right) \mathcal{L}_{n, i}^{2}(x) .
$$

A calculation similar to the previous one allows us to establish that

$$
B_{i}(x)=\left(x-x_{i}\right) \mathcal{L}_{n, i}^{2}(x) .
$$

For the uniqueness let $p, q \in \mathbb{P}_{2 n+1}$ such that

$$
p\left(x_{i}\right)=q\left(x_{i}\right)=f_{i}^{0} \text { and } p^{\prime}\left(x_{i}\right)=q^{\prime}\left(x_{i}\right)=f_{i}^{1} \text { for } i=0, \ldots, n,
$$

then

$$
r=p-q \in \mathbb{P}_{2 n+1} \text { and } r\left(x_{i}\right)=r^{\prime}\left(x_{i}\right)=0,
$$

then

$$
\left(x-x_{i}\right)^{2} \text { divide } r(x) \text { and } r(x)=a\left(x-x_{0}\right)\left(x-x_{1}\right) \cdots\left(x-x_{n}\right) \in \mathbb{P}_{2(n+1)}
$$

,
since

$$
r \in \mathbb{P}_{2 n+1},
$$

therefore

$$
a=0 \text { and } r=0 .
$$

Theorem 1.2.3. Let $f \in \mathcal{C}^{2 n+2}([a, b])$ and $a=x_{0}<x_{1}<\cdots<x_{n}=b$. Let $P \in \mathbb{P}_{2 n+1}$ be the Hermite polynomial defined by (1.2.6).
Then

$$
\begin{equation*}
|P(x)-f(x)| \leq \frac{1}{(2 n+2)!} \max _{x \in[a, b]}\left|f^{(2 n+2)}(\bar{x})\right| \max _{x \in[a, b]}|\Pi(x)| \tag{1.2.7}
\end{equation*}
$$

where $\Pi(x)=\prod_{j=0}^{n}\left(x-x_{j}\right)^{2}$ and $a<\bar{x}<b$.
The interpolation error is composed of two terms, one depending on the function $f$ which cannot be improved and the other on the distribution of the knots $\left\{x_{i}\right\}_{i=0}^{n}$. If the number of data points is large, then polynomial interpolation becomes problematic since high-degree interpolation yields oscillatory polynomials, when the data may fit a smooth function.

### 1.2.3 The Runge Phenomenon

Problems can arise with high degree polynomial interpolants, especially in the neighborhood of singularities of the function $f$, as illustrated by this classic example of Runge.
Let's consider the function $f_{2}(x)=\frac{1}{1+x^{2}}$, we use the Lagrange interpolation to interpolate this function at $n$ equidistant points on the interval $[-5,5]$. Then we progressively increase the degree $n$ of interpolation.
Figures 1.1, 1.1 and 1.3 illustrate the Runge phenomenon.


Figure 1.1: Plot of $f_{2}(x)=\frac{1}{1+x^{2}}$ and its polynomial interpolant through $n=5$ equally spaced points.


Figure 1.2: Plot of $f_{2}(x)=\frac{1}{1+x^{2}}$ and its polynomial interpolant through $n=10$ equally spaced points.


Figure 1.3: Plot of $f_{2}(x)=\frac{1}{1+x^{2}}$ and its polynomial interpolant through $n=12$ equally spaced points.

Note the oscillations of the interpolant, which renders it practically useless for interpolation. The polynomial interpolant is very sensitive to the location of the data points $\left\{x_{i}\right\}_{i=0}^{n}$, this highlights the essential weakness of polynomial interpolation: if the function to be approximated behaves badly anywhere in the approximation interval, then the approximation is poor everywhere. this global dependence of local properties can be overcome by using piecewise polynomial interpolation, but the piecewise polynomials can even be discontinuous. Because in most real-world applications, users would like the approximation function to be sufficiently smooth and in order to preserve the flexibility of piecewise polynomials while at the same time at the same time achieve a certain degree of global smoothness, we use a class of functions called Splines.

### 1.3 Spline Interpolation

### 1.3.1 Polynomial Splines

Splines are an important class of mathematical functions used for approximation. A spline is a piecewise polynomial function that is commonly described as being "as smooth as it can be without reducing to a polynomial" [1].

Definition 1.3.1. Let $n \in \mathbb{N}$ and let $a:=x_{0}<x_{1}<\cdots<x_{n}=: b$ be points in the interval $I=[a, b]$. The set of points $\Delta_{n}=\left\{x_{i}\right\}_{i=0}^{n}$ is called a knots set or a partition of $I$. The knots $x_{1}, \ldots, x_{n-1}$ are named interior knots and the knots $x_{0}$ and $x_{n}$ boundary knots.

Definition 1.3.2. (Spline and Spline space). Let $m \in \mathbb{N}, I=[a, b]$ a bounded interval of $\mathbb{R}$ and $\Delta_{n}=\left\{x_{i}\right\}_{i=0}^{n}$ a partition of $I$.
A function $S:[a, b] \longrightarrow \mathbb{R}$ is called (polynomial) spline of degree $m-1$ or of order $m$ if it satisfies the following two conditions.

1. $S \in \mathcal{C}^{m-2}([a, b])$.
2. $\forall i \in\{0,1, \ldots, n-1\} \quad: \quad S_{i}=S \upharpoonright_{\left[x_{i}, x_{i+1}\right.} \in \mathbb{P}_{m-1}[a, b]$.

The linear space of all polynomial splines of degree $<m$, with knot set $\Delta_{n}$ is denoted by $\mathbb{S}_{m}\left(\Delta_{n}\right)$.

Reformulation of conditions 1 and 2 above yields an equivalent definition: Let $\mathbb{P}_{m-1}\left(\Delta_{n}\right)$ be the linear space of all functions whose restriction to each interval $] x_{i}, x_{i+1}\left[, i \in\{0, \ldots, n-1\}\right.$ is an element of $\mathbb{P}_{m-1}[a, b]$. Then

$$
\begin{equation*}
\mathbb{S}_{m}\left(\Delta_{n}\right)=\mathbb{P}_{m-1}\left(\Delta_{n}\right) \cap \mathcal{C}^{m-2}([a, b]) \tag{1.3.1}
\end{equation*}
$$

Remark 1. Each polynomial $P \in \mathbb{P}_{m-1}$ is automatically a spline of order $m$ for any knot set $\Delta_{n}$.

A Basis for $\mathbb{S}_{m}\left(\Delta_{n}\right)$.
Define the truncated power function by

$$
\begin{align*}
& (x-c)_{+}^{n}:= \begin{cases}0 & \text { for } x<c, \\
(x-c)^{n} & \text { for } x \geq c,\end{cases}  \tag{1.3.2}\\
& q_{i, m}:[a, b] \longrightarrow \mathbb{R} \\
& q_{i, m}(x)=\left(x-x_{i}\right)_{+}^{m-1}, i \in\{0, \ldots, n-1\} . \tag{1.3.3}
\end{align*}
$$

Where

$$
\begin{equation*}
x_{+}:=\max \{x, 0\} \text { and } x_{+}^{m}:=\left(x_{+}\right)^{m}, \forall m \in \mathbb{N} \text {, } \tag{1.3.4}
\end{equation*}
$$

the function $q_{i, m}$ is called truncated power function
Theorem 1.3.1. The set $\mathcal{B}:=\left\{1, x, x^{2}, \ldots, x^{m-1}\right\} \cup\left\{q_{i, m} / 1 \leq i \leq n-1\right\}$ constitutes a basis for the spline space $\mathbb{S}_{m}\left(\Delta_{n}\right)$ for any knot set $\Delta_{n}$ the dimension of $\mathbb{S}_{m}\left(\Delta_{n}\right)$ is therefore $\operatorname{dim} \mathbb{S}_{m}\left(\Delta_{n}\right)=n+m-1$.
That is to say, every spline function $S \in \mathbb{S}_{m}\left(\Delta_{n}\right)$ possesses a unique representation

$$
\begin{equation*}
S(x)=\sum_{k=0}^{m-1} a_{k} x^{k}+\sum_{i=1}^{n-1} b_{i}\left(x-x_{i}\right)_{+}^{m-1} . \tag{1.3.5}
\end{equation*}
$$

Proof 1.3.1. Let $P_{i}^{m-1}$ be a polynomial of degree $d-1$ or less, which by definition represents $S(x)$ over the interval $\left[x_{i}, x_{i+1}\right]$ and $P_{i-1}^{m-1}$ is the corresponding polynomial
over $\left[x_{i-1}, x_{i}\right]$.
Since the continuity of $S(x), x_{i}$ is a root of $r(x)=P_{i}^{m-1}(x)-P_{i-1}^{m-1}(x)$.
The same is true for the $m-2$ continuous derivatives of the spline function at this point.
From this result

$$
r(x)=b_{i}\left(x-x_{i}\right)^{m-1} .
$$

Consequently, for every $k$ between 1 and $n-1$

$$
\begin{aligned}
P_{k}^{m-1}(x)-P_{0}^{m-1}(x) & =\left[P_{k}^{m-1}(x)-P_{k-1}^{m-1}(x)\right]-\left[P_{k-1}^{m-1}(x)-P_{k-2}^{m-1}(x)\right]- \\
& \cdots-\left[P_{1}^{m-1}(x)-P_{0}^{m-1}(x)\right]
\end{aligned}
$$

i.e.

$$
P_{k}^{m-1}(x)=P_{0}^{m-1}(x)+b_{1}\left(x-x_{1}\right)^{m-1}+b_{2}\left(x-x_{2}\right)^{m-1}+\ldots+b_{k}\left(x-x_{k}\right)^{m-1} .
$$

Therefore

$$
S(x)=P_{0}^{m-1}(x)+\sum_{i=1}^{n-1} b_{i}\left(x-x_{i}\right)_{+}^{m-1}
$$

is true because the difference in the representing polynomials of two neighbouring intervals always takes the form $b_{i}\left(x-x_{i}\right)^{m-1}$.
To demonstrate the uniqueness of this representation, let $x<x_{1}$, then

$$
S(x)=P_{0}^{m-1}(x)=P^{m-1}(x)
$$

is unique, as polynomial of degree $(m-1)$ already correspond when they are identical at $m$ points.
Furthermore it can be determined that
$\lim _{x \rightarrow x_{j}^{-}} S^{(m-1)}(x)=P_{m-1}^{(m-1)}\left(x_{j}\right)+n!\sum_{i=1}^{j-1} b_{i}$ and $\lim _{x \rightarrow x_{j}^{+}} S^{(m-1)}(x)=P_{m-1}^{(m-1)}\left(x_{j}\right)+n!\sum_{i=1}^{j} b_{i}$
Whence

$$
b_{j}=\frac{1}{n!}\left(\lim _{x \rightarrow x_{j}^{+}} S^{(m-1)}(x)-\lim _{x \rightarrow x_{j}^{-}} S^{(m-1)}(x)\right), \quad j=1,2, \ldots, n-1 .
$$

### 1.3.2 Uniqueness of Spline Interpolation

Theorem 1.3.2. Let $\mathbb{S}_{m}$ be a given spline space of dimension $N, \mathcal{B}_{i}^{m}(x), i=$ $1,2, \ldots, N$ basis of $\mathbb{S}_{m}$, and data $\left\{f_{i}^{0}\right\}_{i=1}^{N}$ given at $N$ real numbers $x_{1}<x_{2}<\cdots<$ $x_{N}$.

Then there exists a unique spline $S(x)=\sum_{i=1}^{N} c_{i} \mathcal{B}_{i}^{m}(x)$ in $\mathbb{S}^{m}$ satisfying

$$
\begin{equation*}
S\left(x_{i}\right)=f_{i}^{0}, i=1, \ldots, N, \tag{1.3.6}
\end{equation*}
$$

if and only if the collocation matrix $A=\left(\mathcal{B}_{j}^{m}\left(x_{i}\right)\right)_{i, j=1}^{N}$ is nonsingular.
Theorem 1.3.3. (Schoenberg-Whitney).
Let $\mathbb{S}_{m}$ be a given spline space, and let $x_{1}<x_{2}<\cdots<x_{N}$ be $N$ distinct numbers. The collocation matrix $A=\left(\mathcal{B}_{j}^{m}\left(x_{i}\right)\right)_{i, j=1}^{N}$ is nonsingular if and only if

$$
\begin{equation*}
\mathcal{B}_{i}^{m}\left(x_{i}\right)>0, i=1, \ldots, N . \tag{1.3.7}
\end{equation*}
$$

Proof 1.3.2. For a detailed demonstration of Theorems 1.3.2 and 1.3.3, please see reference [53]

Splines functions have many interesting features, including :

- Spline spaces are finite dimensional linear spaces with very convenient bases.
- Splines are relatively smooth functions.
- Splines are easy to store, manipulate, and evaluate on a digital computer.

The cubic is the optimal spline order generally used in practice, an important application of cubic spline interpolation is called computer-aided geometric design.

### 1.3.3 Cubic Spline Interpolation

The basic idea of cubic spline interpolation is based on the engineering tool used to trace smooth curves through a series of points. This spline is composed of weights fixed on a flat surface at the points to be joined. A flexible strip is then folded over each of these weights, resulting in a nicely smooth curve. The principle of the mathematical spline is similar. The points, in this case, are numerical data. The weights are the coefficients of the cubic polynomials used to interpolate the data. These coefficients "bend" the line so that it passes through each of the data points without erratic behavior or breaks in continuity.

## Construction

Let $d \in \mathbb{N}, I=[a, b]$ a bounded interval of $\mathbb{R}$ and $\Delta_{n}=\left\{x_{i}\right\}_{i=0}^{n}$ a partition of $I$. Consider the data points $\left(x_{i}, f_{i}\right)_{i=0}^{n}$. The idea is to fit a polynomial spline function
$S$ of the form

$$
S(x)= \begin{cases}s_{0}(x) & \text { if } x_{0} \leq x<x_{1}  \tag{1.3.8}\\ s_{1}(x) & \text { if } x_{1} \leq x<x_{2} \\ \vdots & \\ \vdots \\ s_{n-1}(x) & \text { if } x_{n-1} \leq x \leq x_{n}\end{cases}
$$

where $s_{i}$ is a third degree polynomial defined as

$$
\begin{equation*}
s_{i}(x)=a_{i}+b_{i}\left(x-x_{i}\right)+c_{i}\left(x-x_{i}\right)^{2}+d_{i}\left(x-x_{i}\right)^{3}, \text { for } i=0, \ldots, n-1 \tag{1.3.9}
\end{equation*}
$$

To determine $S$ we have to determine $4 n$ parameters

$$
a_{i}, b_{i}, c_{i}, d_{i}, \quad i=0,1, \ldots, n-1
$$

The cubic spline $S$ satisfies the following proprieties:

1. $S(x)=s_{i}(x), \quad x \in\left[x_{i}, x_{i+1}\right]$ for $i=0,1, \ldots, n-1$.
2. $S\left(x_{i}\right)=f_{i}$, for $i=0,1, \ldots, n$.
3. $s_{i}\left(x_{i+1}\right)=s_{i+1}\left(x_{i+1}\right)$, for $i=0,1, \ldots, n-2$.
4. $s_{i}^{\prime}\left(x_{i+1}\right)=s_{i+1}^{\prime}\left(x_{i+1}\right), \quad$ for $i=0,1, \ldots, n-2$.
5. $s_{i}^{\prime \prime}\left(x_{i+1}\right)=s_{i+1}^{\prime \prime}\left(x_{i+1}\right), \quad$ for $i=0,1, \ldots, n-2$.

The above properties 2, 3, 4, and 5 of the classical cubic spline impose $4 n-2$ conditions on $S$.
Consequently, we require two additional conditions on $S$ to uniquely determine the parameters.
There are different ways to define the other conditions, the most popular are the below:

1. $S^{\prime \prime}\left(x_{0}\right)=S^{\prime \prime}\left(x_{n}\right)=0 \quad$ (natural boundary).
2. $S^{\prime}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right), S^{\prime}\left(x_{n}\right)=f^{\prime}\left(x_{n}\right) \quad$ (clamped boundary).

A cubic spline $S$ satisfies the additional condition 1 is called a natural cubic spline. A cubic spline $S$ satisfies the additional condition 2 is called a clapmed or complete cubic spline.

Theorem 1.3.4. [53] (Convergence of Clamped Cubic Splines)
Let $f \in C^{4}([a, b])$ and $h_{\max }=\max _{i=0,1, \ldots, n-1} h_{i}$, where $h_{i}=x_{i+1}-x_{i}$.
If the cubic spline $S$ satisfying the clamped boundary conditions 2 , then there exist constant $C_{r}$ such that

$$
\max _{x \in[a, b]}\left|f^{(r)}(x)-S^{(r)}(x)\right| \leq C_{r} h_{\max }^{4-r} \max _{x \in[a, b]}\left|f^{(4)}(x)\right|, \quad r=0,1,2 .
$$

### 1.3.3.1 Numerical Examples

In this part we present some numerical examples to illustrate the above theoretical results.
Consider the following functions

$$
\begin{array}{r}
f_{0}(x)=\sin (\pi x)+\cos (x) \\
f_{1}(x)=\sqrt{9-(x-3)^{2}}
\end{array}
$$

and

$$
f_{2}(x)=\frac{1}{1+x^{2}}
$$

We gives the interpolation curves of the above functions using Natural Cubic Spline and Clamped Cubic Spline. Figures 1.4, 1.5, 1.6, 1.7, 1.8 and 1.9 shows the interpolation curves.


Figure 1.4: A Clamped Cubic Spline Approximation of $f_{0}, n=10$


Figure 1.5: A Clamped Cubic Spline Approximation of $f_{0}$.


Figure 1.6: A Natural Cubic Spline Approximation of $f_{1}, n=10$


Figure 1.7: A Natural Cubic Spline Approximation of $f_{1}$.


Figure 1.8: A Natural Cubic Spline Approximation of $f_{2}, n=10$


Figure 1.9: A Natural Cubic Spline Approximation of $f_{2}$.

The above procedure is to construct the cubic interpolation spline from a set of data points using the continuity constraints $\mathcal{C}^{0}, \mathcal{C}^{1}$ and $\mathcal{C}^{2}$, and it requires two additional final conditions. Thus, the entire cubic splines function is determined by one system of linear equations. Therefore, a local fluctuation of some data points may affect the global spline interpolant function. An alternative to overcome this limitation is to use the Hemite cubic spline interpolation.

### 1.3.4 Polynomial Hermite Cubic Spline Interpolation

We build an interpolant in this section that only depends on local data values. This cubic piecewise polynomial interpolates the value and the first derivative at two data points. So we can find a sequence of cubic polynomials that interpolate the data,
joined with continuous first derivatives, given a collection of points with function values and corresponding first derivatives. This interpolant is the unique solution to the following Hermite problem.

Problem 1.3.1. Let consider a partition $a=x_{1}<\cdots<x_{n}=b$ of the interval $I:=[a, b]$ and the given data $\left\{x_{i}, f_{i}^{0}, f_{i}^{1}\right\}_{i=1}^{n}$. Find a cubic polynomial spline $p(x)$ such that

$$
p^{(j)}\left(x_{i}\right)=f_{i}^{j}, \quad i=1, \ldots, n, \quad j=0,1 .
$$

It is known that Problem 1.3.1 has a unique solution $p(x)$ locally expressed in each sub-interval $\ell_{i}=\left[x_{i}, x_{i+1}\right]$ in terms of the function and the derivative values of the approximated function at nods $x_{i}$ and $x_{i+1}$. More precisely the Hermite polynomial spline $p(x)$ is written as below,

$$
\begin{equation*}
p_{\mid \ell_{i}}(x):=\sum_{k=0}^{1} \sum_{j=0}^{1} f_{i+k}^{j} p_{i+k}^{j}(x), \tag{1.3.10}
\end{equation*}
$$

where $p_{i+k}^{j}(x), k=0,1, j=0,1$, are the classical Hermite polynomial basis restricted to the sub-interval $\left[x_{i}, x_{i+1}\right]$ and they are the unique solution of the following system of linear equations

$$
\begin{array}{rrrr}
p_{i}^{0}\left(x_{i}\right)=1, & \left(p_{i}^{0}\right)^{\prime}\left(x_{i}\right)=0, & p_{i}^{0}\left(x_{i+1}\right)=0, & \left(p_{i}^{0}\right)^{\prime}\left(x_{i+1}\right)=0, \\
p_{i}^{1}\left(x_{i}\right)=0, & \left(p_{i}^{1}\right)^{\prime}\left(x_{i}\right)=1, & p_{i}^{1}\left(x_{i+1}\right)=0, & \left(p_{i}^{1}\right)^{\prime}\left(x_{i+1}\right)=0, \\
p_{i+1}^{0}\left(x_{i}\right)=0, & \left(p_{i+1}^{0}\right)^{\prime}\left(x_{i}\right)=0, & p_{i+1}^{0}\left(x_{i+1}\right)=1, & \left(p_{i}^{0}\right)^{\prime}\left(x_{i+1}\right)=0, \\
p_{i+1}^{1}\left(x_{i}\right)=0, & \left(p_{i+1}^{1}\right)^{\prime}\left(x_{i}\right)=0, & p_{i+1}^{1}\left(x_{i+1}\right)=0, & \left(p_{i+1}^{1}\right)^{\prime}\left(x_{i+1}\right)=1 .
\end{array}
$$

The basis $p_{i+k}^{j}(x), k=0,1, j=0,1$, can be given explicitly as follows,

$$
\begin{aligned}
p_{i}^{0}(x) & :=-\frac{\left(x-x_{i+1}\right)^{2}\left(-3 x_{i}+x_{i+1}+2 x\right)}{\left(x_{i}-x_{i+1}\right)^{3}}, \\
p_{i}^{1}(x) & :=\frac{\left(x-x_{i}\right)^{2}\left(x_{i}-3 x_{i+1}+2 x\right)}{\left(x_{i}-x_{i+1}\right)^{3}}, \\
p_{i+1}^{0}(x) & :=\frac{\left(x-x_{i}\right)\left(x-x_{i+1}\right)^{2}}{\left(x_{i}-x_{i+1}\right)^{2}}, \\
p_{i+1}^{1}(x) & :=\frac{\left(x-x_{i}\right)^{2}\left(x-x_{i+1}\right)}{\left(x_{i}-x_{i+1}\right)^{2}},
\end{aligned}
$$

The plots of the Hermite polynomial basis $p_{i+k}^{j}(x), k=0,1, j=0,1$, on the subinterval $\left[x_{i}, x_{i+1}\right]=[0,1]$ are shows in Figure 1.10.

In the traditional interpolation problems, the $f_{i}^{0}$ values are given data and the $f_{i}^{1}$ derivatives are yet to be determined. The classical cubic spline interpolant is obtained by solving a system of the $f_{i}^{1}$ so that $p \in C^{2}([a, b])$ and adding two addi-


Figure 1.10: Plots of the Hermite polynomial basis on $\left[x_{i}, x_{i+1}\right]=[0,1]$.
tional conditions. However, the classical cubic spline interpolant curves may have unsatisfactory oscillation especially near to the frontier.

### 1.3.5 Slope Estimation

In most data fitting problems the values $f_{i}^{0}$ are given but the first derivative values $f_{i}^{1}$ are not given.
In this chapter in order to determine the values of the derivatives, a system of $f_{i}^{1}$ is obtained by minimizing the functional

$$
\begin{align*}
J_{k}\left(f_{1}^{1}, \ldots, f_{n}^{1}\right): & =\int_{a}^{b}\left(p^{(k)}(x)-L^{(k)}(x)\right)^{2} d x  \tag{1.3.11}\\
& =\sum_{i=1}^{n-1} \int_{x_{i}}^{x_{i+1}}\left(p_{i}^{(k)}(x)-L_{i}^{(k)}(x)\right)^{2} d x \tag{1.3.12}
\end{align*}
$$

for $k=1$, where $L$ is the linear interpolating spline with pieces

$$
L_{i}(x):=\frac{x_{i+1}-x}{x_{i+1}-x_{i}} f_{i}^{0}+\frac{x-x_{i}}{x_{i+1}-x_{i}} f_{i+1}^{0}
$$

The author in [17] propose an optimum polynomial Hermite spline obtained by minimizing $J_{1}$.
The following tridiagonal system of normal equations is results from this minimiza-
tion

$$
\begin{align*}
& \left(\begin{array}{ccccccc}
4 & -1 & & & & \\
-\frac{1}{2} & 4 & -\frac{1}{2} & & & \\
& -\frac{1}{2} & 4 & -\frac{1}{2} & & \\
& & \ddots & \ddots & \ddots & \\
& & & -\frac{1}{2} & 4 & -\frac{1}{2} \\
& & & & -1 & 4
\end{array}\right) \quad\left(\begin{array}{c}
f_{1}^{1} \\
\\
\\
f_{n}^{1}
\end{array}\right)=3\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{n-1} \\
d_{n}
\end{array}\right),  \tag{1.3.13}\\
& d_{1}:=\left(f_{2}^{0}-f_{1}^{0}\right), d_{i}:=\frac{f_{i+1}^{0}-f_{i-1}^{0}}{2 h}, i=2, \cdots, n-1, \text { and } d_{n}=\left(f_{n}^{0}-f_{n-1}^{0}\right) .
\end{align*}
$$

This system is strictly diagonally dominant and therefore has a unique solution.
The interpolant $p$ constructed by minimizing $J_{1}\left(f_{1}^{1}, \ldots, f_{n}^{1}\right)$ is the polynomial cubic spline so that $p^{\prime}$ is the optimal approximation of $L^{\prime}$. The interpolant $p$ has minimal derivative oscillation to $L^{\prime}$ by choosing all $f_{i}^{1}$. Moreover, the monotonicity of $p$ approximate the monotonicity of the given data.

Theorem 1.3.5. [17] Let $d_{1}:=\left(f_{2}^{0}-f_{1}^{0}\right), d_{i}:=\frac{f_{i+1}^{0}-f_{i-1}^{0}}{2 h}, i=2, \cdots, n-1, d_{n}=$ $\left(f_{n}^{0}-f_{n-1}^{0}\right)$ and $\left(\omega_{i, j}\right)=3 A^{-1}$ with $A=\left(a_{i, j}\right)$ is the matrix of the system (1.3.13).

$$
\begin{equation*}
f_{i}^{1}=\sum_{j=1}^{n} \omega_{i, j} d_{j}, \quad i=1, \ldots, n \tag{1.3.14}
\end{equation*}
$$

Where all $\omega_{i, j} \geq 0$ and $\sum_{j=1}^{n} \omega_{i, j}=1, \quad i=1, \ldots, n$.
Proof 1.3.3. Let $f^{1}=\left(f_{1}^{1}, f_{2}^{1}, \ldots, f_{n}^{1}\right)^{T}, d=\left(d_{1}, d_{2}, \ldots, d_{n}\right)^{T}$, then $m=3 A^{-1} d$, i.e., $f_{i}^{1}=\sum_{j=1}^{n} \omega_{i, j} d_{j}, \quad i=1, \ldots, n$.

Since the matrix $A$ is strictly diagonally dominant, $a_{i, j} \leq 0, i \neq j$ and $a_{i, i}>0, i=$ $1, \ldots, n$, then all the elements of the matrix $A$ are nonnegative.
Therefore $\omega_{i, j}>0, \quad i=1, \ldots, n$.
Let $e=(1,1, \ldots, 1)^{T}$, we have $A e=3 e$ and so $3 A^{-1} e=e$.
This means that $\sum_{j=1}^{n} \omega_{i, j}=1, \quad i=1, \ldots, n$.
From Theorem 1.3 .5 we can know that $f_{i}^{1}$ preserves the same sign as $d_{i}$ if all $d_{j}$ have the same sign.

### 1.3.5.1 Numerical Examples

We finish this section by presenting some numerical examples to illustrate the above theoretical results.
The first example is to interpolate the function

$$
f_{1}(x)=\sqrt{9-(x-3)^{2}}
$$

on the interval $[0,6]$. To this end let consider an uniform subdivision of the interval $[0,6]$ with the break-points $x_{i}=i h, i=0, \ldots, n$, where $h=\frac{6}{n}$.
Figure 1.12 shows the interpolation curve.
The second example is to approximate the function

$$
f_{2}(x)=\frac{1}{1+x^{2}}
$$

on the interval $[-5,5]$. Let consider an uniform subdivision of the interval $[-5,5]$ with the break-points $x_{i}=-5+i h, i=0, \ldots, n$, where $h=\frac{10}{n}$.
Figure 1.13 shows the interpolation curve.
The third example is to consider the monotone data taken from the function $f_{3}(x)=$ $\frac{1}{x^{2}}$.
Figure 1.14 shows the interpolation curve.
The fourth example is to consider the monotone data taken from the function $f_{4}(x)=$ $\sqrt{x}$.
Figure 1.15 shows the interpolation curve.

(a) $f_{1}, n=10$

Figure 1.11: Approximation by $p$ for $f_{1}$ with $n=10$.

(a) $f_{1}, n=20$

(b) $f_{1}, n=25$

Figure 1.12: Approximation by $p$ : cubic polynomial Hermite interpolating splines for $f_{1}$.


Figure 1.13: Approximation by $p$ : cubic polynomial Hermite interpolating splines for $f_{2}$.

(a) $f_{3}, n=10$

(b) $f_{3}, n=20$

(c) $f_{3}, n=25$

Figure 1.14: Interpolating monotone data from $f_{3}: p$ in blue, $f_{3}$ in orange and data taken from $f_{3}$.


Figure 1.15: Interpolating monotone data from $f_{4}: p$ in blue, $f_{4}$ in orange .
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In this chapter, we introduce a new $C^{1}$ cubic Hermite interpolation methods based on Algebraic Trigonometric (AT) spline functions. In the first one, values of a function and its first derivatives are interpolated. In the second one, a $C^{1}$ ATspline of low degree which preserves the monotonicity of the given data is defined by adding additional knots. We illustrate the results by giving numerical examples of both interpolation schemes.

The results obtained in this chapter is presented in paper [40].

### 2.1 Cubic Algebraic Trigonometric (AT) Hermite Splines of Class $C^{1}$

Consider a partition $a=x_{1}<\cdots<x_{n}=b$ of the interval $I:=[a, b]$ ( $I$ is of length less than or equal to $2 \pi$ ). Given values $f_{i}^{0}, f_{i}^{1}, 1 \leq i \leq n$, it is well-known that for all $i \in\{1, \ldots, n-1\}$ there exists a unique cubic polynomial $P_{i} \in \mathbb{P}_{3}$ such that
$P_{i}\left(x_{i+j}\right)=f_{i+j}^{0}$ and $P_{i}^{\prime}\left(x_{i+j}\right)=f_{i+j}^{1}, j=0,1$. The function $P$ defined by assembling the polynomial pieces $P_{i}$ is a $\mathcal{C}^{1}$-cubic spline that interpolates the data $f_{i}^{0}$ and $f_{i}^{1}$.

Therefore, consider the uniform partition $\Delta_{n}:=\left\{x_{i}\right\}_{1}^{n}$ of the inteval $I=[a, b]$, with step length $h:=\frac{b-a}{n-1}$ and knots $x_{i}:=a+(i-1) h$. Given values $f_{i}^{0}$ and $f_{i}^{1}$, $1 \leq i \leq n$, for all $i \in\{1, \ldots, n-1\}$ there exists a unique AT Hermite interpolant $T_{i}$
$\in \operatorname{span}\{1, x, \cos x, \sin x\}$ such that $T_{i}\left(x_{i+j}\right)=f_{i+j}^{0}$ and $T_{i}^{\prime}\left(x_{i+j}\right)=f_{i+j}^{1}, j=0,1$. The function $T$ defined on $I$ from the local interpolants $T_{i}$ is a $\mathcal{C}^{1}$-AT spline on $\Delta_{n}$ that interpolates the data $f_{i}^{0}$ and $f_{i}^{1}$.

Using the notation $T_{i}$ for the AT cubic Hermite interpolant to the data $\left\{f_{i}^{0}, f_{i}^{1}\right\}$ and $\left\{f_{i+1}^{0}, f_{i+1}^{1}\right\}$, it is straightforward to prove that

$$
\begin{equation*}
T_{i}(x)=f_{i}^{0} \omega_{i}^{0}(x)+f_{i+1}^{0} \omega_{i+1}^{0}(x)+f_{i}^{1} \omega_{i}^{1}(x)+f_{i+1}^{1} \omega_{i+1}^{1}(x), x \in\left[x_{i}, x_{i+1}\right], \tag{2.1.1}
\end{equation*}
$$

where $\omega_{i+k}^{j}, k=0,1, j=0,1$, are the unique solution functions in $\operatorname{span}\{1, x, \sin x, \cos x\}$ satisfying the following interpolation conditions.

$$
\begin{array}{rrrr}
\omega_{i}^{0}\left(x_{i}\right)=1, & \left(\omega_{i}^{0}\right)^{\prime}\left(x_{i}\right)=0, & \omega_{i}^{0}\left(x_{i+1}\right)=0, & \left(\omega_{i}^{0}\right)^{\prime}\left(x_{i+1}\right)=0, \\
\omega_{i}^{1}\left(x_{i}\right)=0, & \left(\omega_{i}^{1}\right)^{\prime}\left(x_{i}\right)=1, & \omega_{i}^{1}\left(x_{i+1}\right)=0, & \left(\omega_{i}^{1}\right)^{\prime}\left(x_{i+1}\right)=0 \\
\omega_{i+1}^{0}\left(x_{i}\right)=0, & \left(\omega_{i+1}^{0}\right)^{\prime}\left(x_{i}\right)=0, & \omega_{i+1}^{0}\left(x_{i+1}\right)=1, & \left(\omega_{i}^{0}\right)^{\prime}\left(x_{i+1}\right)=0 \\
\omega_{i+1}^{1}\left(x_{i}\right)=0, & \left(\omega_{i+1}^{1}\right)^{\prime}\left(x_{i}\right)=0, & \omega_{i+1}^{1}\left(x_{i+1}\right)=0, & \left(\omega_{i+1}^{1}\right)^{\prime}\left(x_{i+1}\right)=1
\end{array}
$$

They are given explicitly as follows,

$$
\begin{aligned}
& \omega_{i}^{0}(x):=\frac{1}{\theta^{\prime}}(1, x, \sin (x), \cos (x))\left(\begin{array}{c}
\cos (h)+\sin (h)\left(h+x_{i}\right)-1 \\
-\sin (h) \\
\sin \left(h+x_{i}\right)-\sin \left(x_{i}\right) \\
\cos \left(h+x_{i}\right)-\cos \left(x_{i}\right)
\end{array}\right), \\
& \omega_{i}^{1}(x):=\frac{1}{\theta^{\prime}}(1, x, \sin (x), \cos (x))\left(\begin{array}{c}
\cos (h)-\sin (h) x_{i}-1 \\
\sin (h) \\
\sin \left(x_{i}\right)-\sin \left(h+x_{i}\right) \\
\cos \left(x_{i}\right)-\cos \left(h+x_{i}\right)
\end{array}\right), \\
& \omega_{i+1}^{0}(x):=\frac{1}{\theta^{\prime}}(1, x, \sin (x), \cos (x))\left(\begin{array}{c}
\sin (h)+x_{i}-\cos (h)\left(h+x_{i}\right) \\
\cos (h)-1 \\
-\cos \left(x_{i}\right)+\cos \left(h+x_{i}\right)+h \sin \left(h+x_{i}\right) \\
h \cos \left(h+x_{i}\right)+\sin \left(x_{i}\right)-\sin \left(h+x_{i}\right)
\end{array}\right), \\
& \omega_{i+1}^{1}(x):=\frac{1}{\theta^{\prime}}(1, x, \sin (x), \cos (x))\left(\begin{array}{c}
\sin (h)-(\cos (h)-1) x_{i} \\
\cos (h)-1 \\
\cos \left(x_{i}\right)-\cos \left(h+x_{i}\right)-h \sin \left(x_{i}\right) \\
-h \cos \left(x_{i}\right)-\sin \left(x_{i}\right)+\sin \left(h+x_{i}\right)
\end{array}\right) .
\end{aligned}
$$

Where $\theta^{\prime}=h \sin (h)+2 \cos (h)-2$.

Figure 2.1 shows the graphical representation of the basis $\omega_{i, j}, j=1, \ldots, 4$ on the interval $[0,1]$.


Figure 2.1: Plot of the basis $\omega_{i+k}^{j}, k=0,1, j=0,1$ on the interval $[0,1]$.

Remark 1. The constructed interpolant (2.1.1) exactly reproduces all functions in the space $\Gamma_{4}:=\operatorname{span}\{1, x, \sin x, \cos x\}$.

To illustrate Remark 2.1, we approximate the function

$$
f_{5}(x)=\pi x-\frac{\sin (x)}{5}-3 \cos (x)+2
$$

on the interval $[0,5]$ using the operator $T$ defined by (2.1.1). Figure 2.2 shows the plot of this approximation, Figure 2.3 represents the function difference $T(x)-f_{5}(x)$ and Figure 2.4 shows the approximation for $f_{5}$ by cubic polynomial Hermite splines defined by (1.3.10).

### 2.1.1 Slopes Estimation

The proposed interpolant $T$ is defined from the values and first derivative values at the break-points. In general the values $f_{i}^{0}, i=1, . ., n$, are given but the values $f_{i}^{1}$, $i=1, . ., n$ of the first derivatives of $T$ remain to be determined by some local or global procedure. For instance, the requirement that the spline $T$ be of $\mathcal{C}^{2}$ class instead of $\mathcal{C}^{1}$ class is equivalent to $f^{1}:=\left(f_{1}^{1}, \ldots, f_{n}^{1}\right)$ being the solution of a tridiagonal system (see [1]).
In this work, to estimate the values of the derivatives $f_{i}^{1}$ we consider the functional:


Figure 2.2: Approximation by cubic AT Hermite interpolating splines for $f_{5}$ on the interval $[0,5]$ with $n=1$.


Figure 2.3: Plot of the function $T(x)-f_{5}(x)$ on the interval $[0,5]$.

$$
\begin{align*}
J_{k}\left(f^{1}\right) & :=\int_{a}^{b}\left(T^{(k)}(x)-L^{(k)}(x)\right)^{2} d x  \tag{2.1.2}\\
& =\sum_{i=1}^{n-1} \int_{x_{i}}^{x_{i+1}}\left(T_{i}^{(k)}(x)-L_{i}^{(k)}(x)\right)^{2} d x, k=0,1,2, \tag{2.1.3}
\end{align*}
$$



Figure 2.4: Approximation by cubic polynomial Hermite interpolating splines for $f_{5}$ on the interval $[0,5]$ with $n=1$.
where $L$ is the linear interpolating spline with pieces

$$
L_{i}(x):=\frac{x_{i+1}-x}{x_{i+1}-x_{i}} f_{i}^{0}+\frac{x-x_{i}}{x_{i+1}-x_{i}} f_{i+1}^{0} .
$$

It is the simplest shape-preserving interpolant, but not regular enough.
The minimization of $J_{2}$ provides the natural cubic spline. The method in [6] consists of the minimization of $J_{0}$, that produces the interpolating spline with minimal mean quadratic oscillation. In [17], $J_{1}$ is minimized in order to determine the slopes $f_{i}^{1}$ yielding the spline $T$ having minimal mean derivative oscillation to $L^{\prime}$. The proposed methods do not provide satisfactory results when such ubiquitous curves as conics and colloids are interpolated. That is why in this work, we propose to explore the performance of non-polynomial spline spaces with respect to the capacity to reproduce such curves and the minimization of the mean oscillation of the derivative.

From these local AT Hermite interpolants a $\mathcal{C}^{1}$ AT Hermite spline interpolant is produced, and the slopes $f_{i}^{1}$ could be chosen as in [17] by minimizing the functional $J_{1}$ defined in (2.1.3). A straightforward calculation shows that

$$
\begin{aligned}
J_{1}\left(f^{1}\right) & =\sum_{i=1}^{n-1} \int_{x_{i}}^{x_{i+1}}\left(T_{i}^{\prime}(x)-L_{i}^{\prime}(x)\right)^{2} d x \\
& =\sum_{i=1}^{n-1}-\frac{1}{8 h\left(h \cot \left(\frac{h}{2}\right)-2\right)^{2}}\left(\left(f_{i}^{1}\right)^{2} A_{h}^{1}+\frac{f_{i}^{1}\left(f_{i+1}^{1} A_{h}^{2}+A_{h}^{3}\right)}{(\cos h-1)^{2}}\right. \\
& \left.+\frac{2\left(\left(f_{i+1}^{1}\right)^{2} A_{h}^{4}+f_{i+1}^{1} A_{h}^{5}+A_{h}^{6}\right)}{\cos h-1}\right) .
\end{aligned}
$$

With,

$$
\begin{aligned}
A_{h}^{1} & :=\frac{1}{2} h^{5} \csc ^{4}\left(\frac{h}{2}\right)\left(-2 h^{3}+4\left(h^{2}+1\right) \sin h+\left(h^{2}-2\right) \sin (2 h)-4 h \cos h+4 h \cos (2 h)\right), \\
A_{h}^{2}: & =8 h^{5}\left(-\left(3 h^{2}+2\right) \sin h+\left(h^{2}-6\right) h \cos h+6 h+\sin (2 h)\right), \\
A_{h}^{3}: & =8 h^{5}(\cos h-1)\left(f_{i}^{0}-f_{i+1}^{0}\right)\left(h^{2}+h \sin h+4 \cos h-4\right), \\
A_{h}^{4}: & =h^{5}\left(2\left(h^{2}-2\right) \sin h+h\left(8 \cos h+h(h-3 \sin h) \csc ^{2}\left(\frac{h}{2}\right)+4\right)\right), \\
A_{h}^{5}: & =4 h^{5}\left(f_{i}^{0}-f_{i+1}^{0}\right)\left(h^{2}+h \sin h+4 \cos h-4\right), \\
A_{h}^{6} & :=4\left(2 h^{6}-2 h^{4}-7 h^{2}+\left(h^{6}-2 h^{4}+9 h^{2}-4\right) \cos h+4\right. \\
& \left.+h\left(-3 h^{4}+8 h^{2}-4\right) \sin h\right)\left(f_{i}^{0}-f_{i+1}^{0}\right)^{2} .
\end{aligned}
$$

Minimization of $J_{1}\left(f_{1}^{1}, \ldots, f_{n}^{1}\right)$ leads to the following tridiagonal system of normal equations:

$$
\left(\begin{array}{cccccc}
\mu & 2 \nu & & & &  \tag{2.1.4}\\
\nu & \mu & \nu & & & \\
& \nu & \mu & \nu & & \\
& & \ddots & \ddots & \ddots & \\
& & & \nu & \mu & \nu \\
& & & & 2 \nu & \mu
\end{array}\right) \quad\left(\begin{array}{c}
f_{1}^{1} \\
\vdots \\
f_{n}^{1}
\end{array}\right)=\eta\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{n-1} \\
d_{n}
\end{array}\right)
$$

with

$$
\begin{aligned}
d_{1} & :=2\left(f_{2}^{0}-f_{1}^{0}\right), d_{i}:=f_{i+1}^{0}-f_{i-1}^{0}, i=2, \ldots, n-1, \text { and } d_{n}=2\left(f_{n}^{0}-f_{n-1}^{0}\right), \\
\nu & :=-\frac{h^{4} \csc ^{4}\left(\frac{h}{2}\right)}{4\left(h \cot \left(\frac{h}{2}\right)-2\right)^{2}} \mathcal{P}, \\
\mu & :=-\frac{h^{4} \csc ^{4}\left(\frac{h}{2}\right)}{4\left(h \cot \left(\frac{h}{2}\right)-2\right)^{2}} \mathcal{Q}, \\
\eta & :=\frac{h^{4}\left(h^{2}+h \sin h+4 \cos h-4\right)}{h^{2}+\left(h^{2}-4\right) \cos h-4 h \sin h+4},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{P}:=-\left(3 h^{2}+2\right) \sin h+\left(h^{2}-6\right) h \cos h+6 h+\sin (2 h), \\
& \mathcal{Q}:=-2 h^{3}+4\left(h^{2}+1\right) \sin h+\left(h^{2}-2\right) \sin (2 h)-4 h \cos h+4 h \cos (2 h) .
\end{aligned}
$$

Theorem 2.1.1. For $h \in] 0,2 \pi[$, the main matrix in system (2.1.4) is a diagonallydominant matrix.

Proof. Note that

$$
\begin{aligned}
\mathcal{Q}-2 \mathcal{P} & =\left[-\left(3 h^{2}+2\right) \sin h+\left(h^{2}-6\right) h \cos h+6 h+\sin (2 h)\right] \\
& -2\left[-2 h^{3}+4\left(h^{2}+1\right) \sin h+\left(h^{2}-2\right) \sin (2 h)-4 h \cos h+4 h \cos (2 h)\right] \\
& =-2 h^{3}-2 h^{3} \cos h+10 h^{2} \sin h+h^{2} \sin (2 h)-12 h+8 \sin h-4 \sin (2 h) \\
& +8 h \cos h+4 h \cos (2 h) \\
& =-2\left[h^{3}+h^{3} \cos h-4 h^{2} \sin h+4 h-4 h \cos h\right]+\left[2 h^{2} \sin h+h^{2} \sin (2 h)\right. \\
& -4 h+8 \sin h-4 \sin (2 h)+4 h \cos (2 h)] \\
& =-4 h\left(h \cos \left(\frac{h}{2}\right)-2 \sin \left(\frac{h}{2}\right)\right)^{2}+4 \sin h\left(h \cos \left(\frac{h}{2}\right)-2 \sin \left(\frac{h}{2}\right)\right)^{2}, \\
& =4\left(h \cos \left(\frac{h}{2}\right)-2 \sin \left(\frac{h}{2}\right)\right)^{2}(\sin h-h) .
\end{aligned}
$$

Then

$$
\begin{aligned}
\mu-2 \nu & =-\frac{h^{4} \csc ^{4}\left(\frac{h}{2}\right)}{4\left(h \cot \left(\frac{h}{2}\right)-2\right)^{2}}[\mathcal{Q}-2 \mathcal{P}] \\
& =-\frac{h^{4} \csc ^{4}\left(\frac{h}{2}\right)}{4\left(h \cot \left(\frac{h}{2}\right)-2\right)^{2}}\left[4\left(h \cos \left(\frac{h}{2}\right)-2 \sin \left(\frac{h}{2}\right)\right)^{2}(\sin h-h)\right] \\
& =h^{4}(h-\sin h) \csc ^{2}\left(\frac{h}{2}\right)
\end{aligned}
$$

Then, to prove that the coefficient matrix is diagonally-dominant matrix, it suffices to demonstrate that, $h-\sin h>0$.
To this end, we consider the univariate function $g(x):=x-\sin (x)$.
Its first derivative is non-negative, so that $g$ is positive on $] 0,2 \pi[$.
Let $\mathbb{A}:=\left(a_{i j}\right)_{1 \leq i, j \leq n}$ be the coefficient matrix of system (2.1.4). The index on the diagonally dominant property of matrix $A$ is given by

$$
D_{h}(\mathbb{A}):=\max _{i=1, \ldots, n}\left(\frac{1}{\left|a_{i i}\right|} \sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i, j}\right|\right)=-2 \max _{h>0} \frac{\nu(h)}{\mu(h)}
$$

To compute $\lim _{h \rightarrow 0} D_{h}(\mathbb{A})$, we plug in the Taylor series for $\nu(h)$ and $\mu(h)$. Then

$$
\lim _{h \rightarrow 0} D_{h}(\mathbb{A})=-2 \lim _{h \rightarrow 0} \frac{\nu(h)}{\mu(h)}=-2 \lim _{h \rightarrow 0} \frac{-\frac{h^{5}}{15}-\frac{13 h^{7}}{3150}-\frac{11 h^{9}}{63000}}{\frac{8 h^{5}}{15}+\frac{22 h^{7}}{1575}+\frac{h^{9}}{2250}}=\frac{1}{4} .
$$

This value equals the value $D_{1}$ in [17], therefore also in the case of $\mathcal{C}^{1}$-AT splines the numerical stability of LU factorization method is satisfactory for solving (2.1.4) for enough small $h$.

Proposition 2.1.1. The derivative values $f_{i}^{1}$ preserve the same sign as $d_{i}$ if all $d_{i}$ have the same sign.

Proof. Let $b_{i j}=\eta \mathbb{A}^{-1}$, so we can write $f_{i}^{1}$ as

$$
f_{i}^{1}=\sum_{j=1}^{n} b_{i j} d_{j}
$$

Since $\mathbb{A}$ is a strictly diagonally dominant matrix with $a_{i, j} \leq 0$ for $i \neq j$ and $a_{i, i}>0$ for $i=1,2 \ldots, n$, then the elements of matrix $\mathbb{A}^{-1}$ are non-negative and therefore all $b_{i j} \geq 0$ taking into account that $\eta \geq 0$.

We follow procedure in [84] to analyze the interpolation error. We need the following lemma to establish an error bound for our operator.

Lemma 2.1.1. Let $f \in \mathcal{C}^{3}([a, b])$, then the local truncation errors $t_{i}, i=1,2, \ldots, n$, associated with the scheme (2.1.4) are given by the expressions

$$
t_{i}=\left(\nu h^{2}-\eta \frac{h^{3}}{3}\right) f_{i}^{(3)}+o\left(h^{2}\right) .
$$

Proof. Since $f$ is of class $\mathcal{C}^{3}([a, b])$, then

$$
\begin{aligned}
f\left(x_{i}+h\right) & =f\left(x_{i}\right)+f^{\prime}\left(x_{i}\right) h+f^{\prime \prime}\left(x_{i}\right) \frac{h^{2}}{2}+f^{(3)}\left(x_{i}\right) \frac{h^{3}}{6}+o\left(h^{3}\right), \\
f\left(x_{i}-h\right) & =f\left(x_{i}\right)-f^{\prime}\left(x_{i}\right) h+f^{\prime \prime}\left(x_{i}\right) \frac{h^{2}}{2}-f^{(3)}\left(x_{i}\right) \frac{h^{3}}{6}+o\left(h^{3}\right), \\
f^{\prime}\left(x_{i}+h\right) & =f^{\prime}\left(x_{i}\right)+f^{\prime \prime}\left(x_{i}\right) h+f^{(3)}\left(x_{i}\right) \frac{h^{2}}{2}+o\left(h^{2}\right) \\
f^{\prime}\left(x_{i}-h\right) & =f^{\prime}\left(x_{i}\right)-f^{\prime \prime}\left(x_{i}\right) h+f^{(3)}\left(x_{i}\right) \frac{h^{2}}{2}+o\left(h^{2}\right) .
\end{aligned}
$$

From equations (2.1.4), it follows that

$$
\nu f^{\prime}\left(x_{i-1}\right)+\mu f^{\prime}\left(x_{i}\right)+\nu f^{\prime}\left(x_{i+1}\right)=\eta\left(f\left(x_{i+1}\right)-f\left(x_{i-1}\right)\right) .
$$

Replacing $f^{\prime}\left(x_{i-1}\right), f^{\prime}\left(x_{i+1}\right)$ and $f\left(x_{i+1}\right)-f\left(x_{i-1}\right)$ by their Taylor expansions, we get

$$
\begin{aligned}
t_{i} & =\left((2 \nu+\mu) f^{\prime}\left(x_{i}\right)+\nu h^{2} f^{(3)}\left(x_{i}\right)+o\left(h^{2}\right)\right)-\left(2 \eta h f^{\prime}\left(x_{i}\right)+\eta \frac{h^{3}}{3} f^{(3)}\left(x_{i}\right)+o\left(h^{3}\right)\right) \\
& =(2 \nu+\mu-2 \eta h) f^{\prime}\left(x_{i}\right)+\left(\nu h^{2}-\eta \frac{h^{3}}{3}\right) f^{(3)}\left(x_{i}\right)+o\left(h^{2}\right) .
\end{aligned}
$$

Through a straightforward computation, one gets

$$
\begin{aligned}
2 \nu+\mu-2 \eta h & =-\frac{h^{4} \csc ^{4}\left(\frac{h}{2}\right)}{4\left(h \cot \left(\frac{h}{2}\right)-2\right)^{2}}(2 \mathcal{P}+\mathcal{Q})-2 \eta h, \\
& =\frac{h^{5}\left(h^{2}+h \sin h+4 \cos h-4\right)}{\left(h \cos \left(\frac{h}{2}\right)-2 \sin \left(\frac{h}{2}\right)\right)^{2}}-\frac{2\left(h^{7}+h^{6} \sin h-4 h^{5}+4 h^{5} \cos h\right)}{h^{2}+h^{2} \cos h-4 h \sin h-4 \cos h+4}, \\
& =\frac{2\left(h^{7}+h^{6} \sin h-4 h^{5}+4 h^{5} \cos h\right)}{h^{2}+h^{2} \cos h-4 h \sin h-4 \cos h+4}-\frac{2\left(h^{7}+h^{6} \sin h-4 h^{5}+4 h^{5} \cos h\right)}{h^{2}+h^{2} \cos h-4 h \sin h-4 \cos h+4}, \\
& =0 .
\end{aligned}
$$

Moreover, $\nu h^{2}-\eta \frac{h^{3}}{3} \neq 0$, which completes the proof.

The next result is based on the above lemma.
Theorem 2.1.2. Let $f \in \mathcal{C}^{3}([a, b])$, then

$$
\left|f_{i}^{1}-f^{\prime}\left(x_{i}\right)\right|=o\left(h^{2}\right) .
$$

Proof. For the sake of simplicity, we write $f_{i}=f\left(x_{i}\right)$ and $f_{i}^{\prime}=f^{\prime}\left(x_{i}\right)$.
Let $\mathbb{F}=\left(f_{i}^{\prime}\right), \mathbb{M}=\left(f_{i}^{1}\right), \mathbb{T}=\left(t_{i}\right), \mathbb{C}=\eta\left(d_{i}\right)$ for $i=1, \cdots, n$, and $\mathbb{E}=\mathbb{F}-\mathbb{M}$ all be $n$-dimensional columns vectors.

With these notations, the system (2.1.4) can be written as

$$
\begin{aligned}
\mathbb{A} \mathbb{M} & =\mathbb{C} \\
\mathbb{A} \mathbb{F} & =\mathbb{C}+\mathbb{T},
\end{aligned}
$$

from which we get

$$
\mathbb{A} \mathbb{E}=\mathbb{T}
$$

Then,

$$
\|\mathbb{E}\|_{\infty} \leq\left\|\mathbb{A}^{-1}\right\|_{\infty}\|\mathbb{T}\|_{\infty}
$$

and we deduce for $i=1,2, \ldots, n$, the inequalities

$$
\left|f_{i}^{1}-f_{i}^{\prime}\right| \leq K_{1}\|\mathbb{T}\|_{\infty}
$$

where $K_{1}:=\left\|A^{-1}\right\|_{\infty}$.
Now, using the fact that $f$ is in $\mathcal{C}^{3}([a, b]), \nu=\frac{8 h^{5}}{15}+o\left(h^{7}\right)$ and $\eta=\frac{h^{4}}{5}+\frac{h^{6}}{350}+o\left(h^{7}\right)$.
We deduce that, $\nu h^{2}-\eta \frac{h^{3}}{3}=-\frac{2 h^{7}}{15}+o\left(h^{9}\right)$, and

$$
\left|t_{i}\right| \leq K_{2} \frac{2 h^{7}}{15}+o\left(h^{2}\right)
$$

where $K_{2}$ is a constant such that $\left|f^{3}(x)\right| \leq K_{2}, \forall x \in[a, b]$.
Finally, it holds

$$
\left|f_{i}^{1}-f_{i}^{\prime}\right| \leq K_{1} K_{2} \frac{2 h^{7}}{15}+o\left(h^{2}\right)
$$

and the proof is complete.

We summarize the above results in the next theorem.
Theorem 2.1.3. Let $f \in \mathcal{C}^{4}([a, b])$ and $T$ be the interpolation operator defined by (2.1.1). For a uniform step size $h$, we have

$$
\|f(x)-T(x)\|_{\infty}=o\left(h^{2}\right)
$$

Proof. Firstly, let P be another cubic algebraic trigonometric function satisfying the conditions

$$
\mathrm{P}^{(j)}\left(x_{k}\right)=f^{(j)}\left(x_{k}\right), \text { for all } j=0,1, \text { and } k=i, i+1
$$

With $f^{(0)}\left(x_{i}\right)=f\left(x_{i}\right)=f_{i}$ and $f^{(1)}\left(x_{i}\right)=f^{\prime}\left(x_{i}\right)=f_{i}^{\prime}$.
The function P is defined on $\left[x_{i}, x_{i+1}\right]$ as

$$
\mathrm{P}(x)=f_{i} \omega_{i}^{0}(x)(x)+f_{i+1} \omega_{i+1}^{0}(x)(x)+f_{i}^{\prime} \omega_{i}^{1}(x)(x)+f_{i+1}^{\prime} \omega_{i+1}^{1}(x)(x)
$$

Thus,

$$
\begin{aligned}
|\mathrm{P}(x)-T(x)| & \leq \max _{x_{i} \leq x \leq x_{i+1}}\left|\left(f_{i}^{\prime}-f_{i}^{1}\right) \omega_{i}^{1}(x)+\left(f_{i+1}^{\prime}-f_{i+1}^{1}\right) \omega_{i+1}^{1}(x)\right| \\
& \leq\left|f_{i}^{\prime}-f_{i}^{1}\right|\left\|\omega_{i}^{1}(x)\right\|_{\infty}+\left|f_{i+1}^{\prime}-f_{i+1}^{1}\right|\left\|\omega_{i+1}^{1}(x)\right\|_{\infty} .
\end{aligned}
$$

Secondly, we will prove that, for all $\bar{t} \in\left[x_{i}, x_{i+1}\right]$, exists $\left.\xi^{\prime} \in\right] x_{i}, x_{i+1}[$ such that

$$
\begin{equation*}
f(\bar{t})-\mathrm{P}(\bar{t})=\frac{f^{(4)}\left(\xi^{\prime}\right)-\mathrm{P}^{(4)}\left(\xi^{\prime}\right)}{24} \prod_{j=i}^{i+1}\left(\bar{t}-x_{j}\right)^{2} \tag{2.1.5}
\end{equation*}
$$

To this end, consider an arbitrary but fixed value $\bar{t}$ different from $x_{i}$ and $x_{i+1}$, and define

$$
F(t)=f(t)-\mathrm{P}(t)-\alpha \prod_{j=i}^{i+1}\left(t-x_{j}\right)^{2}
$$

where the constant $\alpha$ is chosen so that $F(\bar{t})=0$, i.e.

$$
\alpha=\frac{f(\bar{t})-\mathrm{P}(\bar{t})}{\prod_{j=i}^{i+1}\left(\bar{t}-x_{j}\right)^{2}}
$$

It is clear that $F$ has at least three roots in the interval $\left[x_{i}, x_{i+1}\right]$, which are the knots $x_{i}, x_{i+1}$ and $\bar{t}$.

According to Rolle's theorem, $F^{\prime}$ has at least two roots in $\left[x_{i}, x_{i+1}\right]$ that are different from $x_{i}, x_{i+1}, \bar{t}$, and also $F^{\prime}\left(x_{i}\right)=F^{\prime}\left(x_{i+1}\right)=0$, means that $F^{\prime}$ has at least four roots in $\left[x_{i}, x_{i+1}\right]$.
Analogously and progressively it is shown that $F^{\prime \prime}$ has three roots in the interval $\left[x_{i}, x_{i+1}\right], F^{(3)}$ has two and $F^{(4)}$ has only one root, say $\xi^{\prime}$. It then follows that

$$
F^{(4)}\left(\xi^{\prime}\right)=f^{(4)}\left(\xi^{\prime}\right)-\mathrm{P}^{(4)}\left(\xi^{\prime}\right)-24 \alpha=0
$$

from which it is clear that $\alpha=\frac{f^{(4)}\left(\xi^{\prime}\right)-\mathrm{P}^{(4)}\left(\xi^{\prime}\right)}{24}$.
This proves equation (2.1.5) and, as a consequence, that

$$
\|f-\mathrm{P}\|_{\infty,\left[x_{i}, x_{i+1}\right]}=o\left(h^{4}\right) .
$$

Finally,

$$
\|f-T\| \leq\|f-\mathrm{P}\|+\|\mathrm{P}-T\|=o\left(h^{4}\right)+o\left(h^{2}\right)
$$

and the claim follows.
According to Theorem 4.2.3, the $T$ interpolation operator defined by (2.1.1), possesses a quadratic convergence order, i.e. $o\left(h^{2}\right)$. With a view to justifying the theoretical study, the test function

$$
f_{6}(x):=-20 \exp (-0.2 x)-\exp (\cos (2 \pi x))+e+20
$$

defined over the interval [0, 2] is proposed and Figures 2.5, 2.6 and 2.7 shows its approximation using $T$ interpolation operator. Uniform subdivision of the interval $[0,2]$ for this interpolation is adopted with different values of $n$.


Figure 2.5: Approximation by cubic AT Hermite interpolating splines for $f_{6}$ with $n=8$.


Figure 2.6: Approximation by cubic AT Hermite interpolating splines for $f_{6}$ with $n=16$.


Figure 2.7: Approximation by cubic AT Hermite interpolating splines for $f_{6}$ with $n=32$.

The uniform norm on $[0,2]$ of the approximation error has been estimated for function $f_{6}$ and its algebraic trigonometric interpolant $T$ in the spline space associated with a partition into $n$ equal parts as follows:

$$
\begin{equation*}
\mathcal{E}_{h}\left(f_{6}, T\right):=\max _{0 \leq \ell \leq 2000}\left|f_{6}\left(t_{\ell}\right)-T\left(t_{\ell}\right)\right| \tag{2.1.6}
\end{equation*}
$$

where, $t_{\ell}$ are equally spaced points in [0, 2]. The approximation error is shown in Table 3.1 along with its Numerical Convergence Order (NCO for short), computed
from (2.1.6). The NCOs are computed by the expression

$$
\left|\log \left(\frac{\mathcal{E}_{1 / n}\left(f_{6}, T\right)}{\mathcal{E}_{1 / 2 n}\left(f_{6}, T\right)}\right) / \log 2\right| .
$$

The numerical results are in good agreement with the theoretical ones.

| $n$ | $\mathcal{E}_{1 / n}$ | NCO |
| :--- | ---: | :---: |
| 20 | $9.31 \times 10^{-2}$ | --- |
| 40 | $2.40 \times 10^{-2}$ | 1.95 |
| 80 | $5.99 \times 10^{-3}$ | 2.002 |
| 160 | $1.49 \times 10^{-3}$ | 2.007 |
| 320 | $3.72 \times 10^{-4}$ | 2.001 |

Table 2.1: The estimated maximum errors for the test function $f_{6}$.

### 2.1.2 Numerical Examples

In this section, we give some numerical tests that illustrate the performance of the above cubic Hermite interpolation operator. For the sake of simplicity and in order to compare our method with some published results [22, 31], we consider the functions

$$
F_{1}(x)= \begin{cases}\ln \left(1+\left(x-\frac{1}{2}\right)^{2}\right), & 0 \leq x<\frac{1}{2} \\ \sin (2 \pi x), & \frac{1}{2} \leq x<1 \\ (1-x) \exp \left(-\frac{\log (2)}{2} x\right), & 1 \leq x<2 \\ (3-x)\left(x-\frac{5}{2}\right), & 2 \leq x \leq 3\end{cases}
$$

and

$$
F_{2}(x)=\cos (2 \pi \sin x) .
$$

For them, in the first case we consider the abscissae $x_{i}=i h$, with $h=3 / n$ and $n=15,25,35$, and $h=1 / n$ with $n=10,20,40$, for $F_{2}$. The approximants to $F_{1}$ and $F_{2}$ are produced using the operator $T$, where the functional values of the both functions are given data, while the derivatives values must be calculated by the minimization method described in Section 2.1.1. Figures 2.8, 2.9 and 2.10 shows the plot of $F_{1}$ (in blue color) and those of the cubic AT Hermite interpolating splines computed by minimizing the objective function $I_{1}$. In Figures 2.11, 2.12 and 2.13 the corresponding interpolants to $F_{2}$ are shown. From these examples, we can clearly see that the cubic AT spline interpolation method presented here provides a satisfactory shape of the interpolated curves.


Figure 2.8: Approximation by cubic AT Hermite interpolating splines for $F_{1}$ with $n=15$.


Figure 2.9: Approximation by cubic AT Hermite interpolating splines for $F_{1}$ with $n=25$.


Figure 2.10: Approximation by cubic AT Hermite interpolating splines for $F_{1}$ with $n=35$.


Figure 2.11: Approximation by cubic AT Hermite interpolating splines for $F_{2}$ with $n=10$.


Figure 2.12: Approximation by cubic AT Hermite interpolating splines for $F_{2}$ with $n=20$.


Figure 2.13: Approximation by cubic AT Hermite interpolating splines for $F_{2}$ with $n=40$.

### 2.2 Many-Knot Algebraic Trigonometric Splines and Shape-Preserving Interpolation

In [35] it is proved that to add a knot into each interval is necessary for $\mathcal{C}^{1}$ quadratic spline interpolation. In [29] a method to construct a $\mathcal{C}^{2}$ cubic spline by adding two knots in each interval has been proposed. Many other schemes appear in literature dealing with shape preserving interpolatio (see e.g. [20, 22] and references therein).

In the previous chapter a method to construct cubic algebraic trigonometric Hermite splines has been proposed. The restriction of the interpolant $T$ to each sub-interval $\left[x_{i}, x_{i+1}\right]$ induced by the partition is expressed from the interpolated values, $f_{i}^{0}$ and $f_{i+1}^{0}$, and the derivatives $f_{i}^{1}$ and $f_{i+1}^{1}$ at the boundary points $x_{i}$ and $x_{i+1}$, respectively, and they are calculated by minimizing the objective function $J_{1}\left(f^{1}\right)$. In order to reduce the computational cost, in this section the main goal is to reduce the order of the shape-preserving interpolant and to avoid the solution of any systems of equations.
The same strategy as in [35] is adopted here to locally define a $\mathcal{C}^{1}$ quadratic algebraic trigonometric interpolant. This section is devoted to the numerical solution of the following Hermite interpolation problem:

Proposition 2.2.1. Find a quadratic spline $\mathcal{S}_{\|\left[x_{i}, x_{i+1}\right]} \in \Gamma_{3}=\operatorname{span}\{1, \sin x, \cos x\}$ with the fewest number of break points such that

$$
\mathcal{S}\left(x_{j}\right)=f_{j}^{0}, \quad \mathcal{S}^{\prime}\left(x_{j}\right)=f_{j}^{1}, \quad j=i, i+1 .
$$

This problem has always a solutions. The number of break points depends only on the values $f_{i}^{1}, f_{i+1}^{1}$ and the divided difference $\delta_{i}:=\frac{f_{i+1}^{0}-f_{i}^{0}}{\tan \frac{h}{2}}$.
We distinguish two cases.
In the first one, we suppose that $f_{i}^{1}+f_{i+1}^{1}=\delta_{i}$, and define $\mathcal{S}$ on $\left[x_{i}, x_{i+1}\right]$ as

$$
\mathcal{S}(x)=\bar{\omega}_{i}^{0}(x) f_{i}^{0}+\bar{\omega}_{i+1}^{0}(x) f_{i+1}^{0}+\bar{\omega}_{i}^{1}(x) f_{i}^{1}+\bar{\omega}_{i+1}^{1}(x) f_{i+1}^{1},
$$

where the functions $\bar{\omega}_{i+k}^{j}$, follows from the basis functios $\omega_{i+k}^{j}, k=0,1, j=0,1$, by suppressing the term $x$, i.e.
$\mathcal{S}(x)=\frac{1}{2} \csc ^{2}\left(\frac{h}{2}\right)\left(f_{i+1}^{1}\left(\sin (h)-\sin \left(x-x_{i}\right)+\sin \left(x-x_{i+1}\right)\right)-\cos (h) f_{i+1}^{0}+\left(f_{i+1}^{0}-f_{i}^{0}\right) \cos \left(x-x_{i+1}\right)+f_{i}^{0}\right)$.

In the second case, $f_{i}^{1}+f_{i+1}^{1} \neq \delta_{i}$, and $\mathcal{S}$ must be defined as a piecewise function
on $\left[x_{i}, x_{i+1}\right]$. After choosing a break point $\tau_{i} \in\left(x_{i}, x_{i+1}\right)$, define

$$
\left\{\begin{array}{l}
\mathcal{S}(x)=A_{1}\left(\frac{1-\cos \left(x-x_{i}\right)}{\cos \left(x_{i}-\tau_{i}\right)-1}+1\right)-\frac{B_{1}\left(2 \sin \left(\frac{1}{2}\left(x-x_{i}\right)\right) \sin \left(\frac{1}{2}\left(x-\tau_{i}\right)\right)\right)}{\sin \left(\frac{1}{2}\left(x_{i}-\tau_{i}\right)\right)}+\frac{C_{1}\left(\cos \left(x-x_{i}\right)-1\right)}{\cos \left(x_{i}-\tau_{i}\right)-1} ; x_{i} \leq x<\tau_{i}  \tag{2.2.2}\\
\mathcal{S}(x)=\frac{A_{2}\left(-\cos \left(x-x_{i+1}\right)-1\right)}{\cos \left(\xi_{i}-x_{i+1}\right)-1}-\frac{B_{2}\left(2 \sin \left(\frac{1}{2}\left(x-x_{i+1}\right)\right) \sin \left(\frac{1}{2}\left(x-\tau_{i}\right)\right)\right)}{\sin \left(\frac{1}{2}\left(\tau_{i}-x_{i+1}\right)\right)}+\frac{C_{2}\left(\cos \left(x-\tau_{i}\right)-1\right)}{\cos \left(\tau_{i}-x_{i+1}\right)-1} ; \tau_{i} \leq x \leq x_{i+1}
\end{array}\right.
$$

where
$A_{1}=f_{i}^{0}$,
$B_{1}=-f_{i}^{1}$,
$C_{1}=\frac{f_{i+1}^{1}-f_{i}^{1}-\cot \left(\frac{\alpha}{2}\right) f_{i}^{0}-\cot \left(\frac{\beta}{2}\right) f_{i+1}^{0}}{\cot \left(\frac{\alpha}{2}\right)+\cot \left(\frac{\beta}{2}\right)}$,
$A_{2}=\frac{f_{i+1}^{1}-f_{i}^{1}-\cot \left(\frac{\alpha}{2}\right) f_{i}^{0}-\cot \left(\frac{\beta}{2}\right) f_{i+1}^{0}}{\cot \left(\frac{\alpha}{2}\right)+\cot \left(\frac{\beta}{2}\right)}$,
$B_{2}=f_{i+1}^{1}-\cot \left(\frac{\beta}{2}\right) f_{i+1}^{0}$,
$C_{2}=f_{i+1}^{0}$,
$\alpha=\tau_{i}-x_{i}$,
$\beta=x_{i+1}-\tau_{i}$.

We now discuss the shape of the quadratic interpolating function $\mathcal{S}$ defined in both cases.

Lemma 2.2.1. If $f_{i}^{1} f_{i+1}^{1} \geq 0, f_{i}^{1}+f_{i+1}^{1}=\delta_{i}$ and $h \leq \pi$, then the quadratic spline $\mathcal{S}$ defined in (2.2.1) is monotone on $\left[x_{i}, x_{i+1}\right]$.

Proof. If $f_{i}^{1}+f_{i+1}^{1}=\delta_{i}$, then for $x \in\left[x_{i}, x_{i+1}\right]$ it holds

$$
S^{\prime}(x)=\frac{f_{i+1}^{1} \sin \left(x-x_{i}\right)+f_{i}^{1} \sin \left(x_{i+1}-x\right)}{\sin \left(x_{i+1}-x_{i}\right)} .
$$

Therefore, if $f_{i}^{1} f_{i+1}^{1} \geq 0$ and $h \leq \pi$, then $\mathcal{S}$ is monotone.

Lemma 2.2.2. If $f_{i}^{1}+f_{i+1}^{1} \neq \delta_{i}$ and $h \leq \pi$, then $\mathcal{S}$ is monotone on $\left[x_{i}, \tau_{i}\right]$ and $\left[\tau_{i}, x_{i+1}\right]$ if $f_{i}^{1}, f_{i+1}^{1}$ and $\mathcal{S}^{\prime}\left(\tau_{i}\right)$ have the same sign.

Proof. If $f_{i}^{1}+f_{i+1}^{1} \neq \delta_{i}$ and $h \leq \pi$, then for $x \in\left[x_{i}, \tau_{i}\right]$ we have

$$
\mathcal{S}_{\left[\left[x_{i}, \tau_{i}\right]\right.}^{\prime}(x)=\frac{f_{i}^{1}\left(\cos \left(x-\tau_{i}\right)-\cos \left(x-x_{i}\right)\right)+f_{i}^{0} \sin \left(x-x_{i}\right)}{\cos \left(x_{i}-\tau_{i}\right)-1} .
$$

Moreover,

$$
\psi_{i}:=\mathcal{S}^{\prime}\left(\tau_{i}\right)=\frac{\cot \frac{\alpha}{2} \cot \frac{\beta}{2}}{\cot \frac{\alpha}{2}+\cot \frac{\beta}{2}}\left(f_{i+1}^{0}-f_{i}^{0}-\frac{f_{i+1}^{1} \cot \frac{\alpha}{2}+f_{i}^{1} \cot \frac{\beta}{2}}{\cot \frac{\alpha}{2} \cot \frac{\beta}{2}}\right) .
$$

By using a computer algebra system, like Mathematica, we get

$$
\mathcal{S}_{\left[\left[x_{i}, \tau_{i}\right]\right.}^{\prime}(x)=\frac{\tan \left(\frac{1}{2}\left(x_{i}-\tau_{i}\right)\right)\left(f_{i}^{1} \sin \left(\tau_{i}-x\right)+\psi_{i} \sin \left(x-x_{i}\right)\right)}{\cos \left(x_{i}-\tau_{i}\right)-1} .
$$

Therefore the sign of $\left(f_{i}^{1} \sin \left(\tau_{i}-x\right)+\psi_{i} \sin \left(x-x_{i}\right)\right)$ determines the one of $\mathcal{S}_{\left[\mid x_{i}, \tau_{i}\right]}^{\prime}(x)$. Since $h \leq \pi$, then, $\sin \left(\tau_{i}-x\right), \sin \left(x-x_{i}\right) \geq 0$.
Thus, if $f_{i}^{1} \psi_{i} \geq 0$ (i.e. $f_{i}^{1}$ and $\psi_{i}$ have the same sign), then $\mathcal{S}$ is monotone on $\left[x_{i}, \tau_{i}\right]$. Analogously, if $f_{i+1}^{1} \psi_{i} \geq 0$, then $S$ is monotone on $\left[\tau_{i}, x_{i+1}\right]$.
The proof is complete.

Now, the question is to choose $\tau_{i}$ to preserve the monotony of $\mathcal{S}$ on $\left[x_{i}, x_{i+1}\right]$. The answer to this question is given in the following result.

Proposition 2.2.2. If $f_{i}^{1}+f_{i+1}^{1}=\delta_{i}$ and $h \leq \pi$, then $\mathcal{S}$ is monotone on $\left[x_{i}, x_{i+1}\right]$ if $f_{i}^{1}$ and $f_{i+1}^{1}$ have the same sign. If $f_{i}^{1}+f_{i+1}^{1} \neq \delta_{i}, h \leq \pi$ and $f_{i}^{1}, f_{i+1}^{1}, \mathcal{S}^{\prime}\left(\tau_{i}\right), \delta_{i}$ have the same sign, then $\mathcal{S}$ is monotone if

$$
\min \left(\left|f_{i}^{1}\right|,\left|f_{i+1}^{1}\right|\right) \leq \frac{\cot \frac{\alpha}{2} \cot \frac{\beta}{2}}{\cot \frac{\alpha}{2}+\cot \frac{\beta}{2}}\left(f_{i+1}^{0}-f_{i}^{0}\right)
$$

and the breakpoint $\tau i$ is chosen arbitrarily in $\left[x_{i}, x_{i+1}\right]$ if $\left|f_{i}^{1}\right|=\left|f_{i+1}^{1}\right|$, and otherwise as follows:

$$
\begin{cases}\max \left(x_{i}, z_{i, 0}\right) \leq \tau_{i} \leq \min \left(x_{i+1}, z_{i, 0}\right), & \text { if }\left|f_{i}^{1}\right|<\left|f_{i+1}^{1}\right|, \\ \max \left(x_{i}, z_{i, 1}\right) \leq \tau_{i} \leq \min \left(x_{i+1}, z_{i, 1}\right), & \text { if }\left|f_{i}^{1}\right|>\left|f_{i+1}^{1}\right|\end{cases}
$$

The points $z_{i, 0}$ and $z_{i, 1}$ have the expressions

$$
z_{i, 0}=-\arccos \left(\cos \left(\frac{h}{2}\right)\left(2 \frac{f_{i}^{1}}{\delta_{i}}-1\right)\right)+\frac{x_{i}+x_{i+1}}{2}
$$

and,

$$
z_{i, 1}=-\arccos \left(\cos \left(\frac{h}{2}\right)\left(2 \frac{f_{i+1}^{1}}{\delta_{i}}-1\right)\right)+\frac{x_{i}+x_{i+1}}{2}
$$

Proof. Without loss of generality, we assume that $f_{i}^{1}, f_{i+1}^{1}, \psi_{i}$ and $\delta_{i}$ are nonnegative. Then, from the fact that $\cot \frac{\alpha}{2}, \cot \frac{\beta}{2} \geq 0$, we have

$$
\begin{equation*}
\psi_{i} \geq 0 \text { if and only if } f_{i+1}^{0}-f_{i}^{0} \geq \min \left(f_{i}^{1}, f_{i+1}^{1}\right) \frac{\cot \frac{\alpha}{2}+\cot \frac{\beta}{2}}{\cot \frac{\alpha}{2} \cot \frac{\beta}{2}} \tag{2.2.3}
\end{equation*}
$$

On the other hand, we must have

$$
\begin{equation*}
x_{i} \leq \tau_{i} \leq x_{i+1} . \tag{2.2.4}
\end{equation*}
$$

Both conditions cannot be valid unless the sizes of the derivatives $f_{i}^{1}$, and $f_{i+1}^{1}$, are restricted.

- Firstly, if $f_{i}^{1}=f_{i+1}^{1}$, then it can be seen that (2.2.3) is valid of all $\tau_{i}$ satisfying (2.2.4) if and only if

$$
f_{i+1}^{0}-f_{i}^{0} \geq f_{i}^{1} \frac{\cot \frac{\alpha}{2}+\cot \frac{\beta}{2}}{\cot \frac{\alpha}{2} \cot \frac{\beta}{2}} .
$$

- If $f_{i}^{1}<f_{i+1}^{1}$, then

$$
\begin{aligned}
f_{i}^{1} & \leq\left(f_{i+1}^{0}-f_{i}^{0}\right) \frac{\cot \frac{\alpha}{2} \cot \frac{\beta}{2}}{\cot \frac{\alpha}{2}+\cot \frac{\beta}{2}}, \\
f_{i}^{1} & \leq\left(f_{i+1}^{0}-f_{i}^{0}\right) \frac{\cos \frac{\alpha}{2} \cos \frac{\beta}{2}}{\sin \frac{h}{2}}, \\
f_{i}^{1} & \leq \frac{f_{i+1}^{0}-f_{i}^{0}}{\tan \frac{h}{2}} \frac{\cos \frac{\alpha}{2} \cos \frac{\beta}{2}}{\cos \frac{h}{2}}, \\
\frac{f_{i}^{1}}{\delta_{i}} & \leq \frac{\cos \frac{\alpha}{2} \cos \frac{\beta}{2}}{\cos \frac{h}{2}} \\
\frac{f_{i}^{1}}{\delta_{i}} & \leq \frac{1}{2}\left(\sec \left(\frac{h}{2}\right) \cos \left(\frac{1}{2}\left(-2 \tau_{i}+x_{i}+x_{i+1}\right)\right)+1\right) \\
\cos \left(\frac{h}{2}\right)\left(2 \frac{f_{i}^{1}}{\delta_{i}}-1\right) & \leq \cos \left(\frac{1}{2}\left(-2 \tau_{i}+x_{i}+x_{i+1}\right)\right) \\
\tau_{i} & \leq-\arccos \left(\cos \left(\frac{h}{2}\right)\left(2 \frac{f_{i}^{1}}{\delta_{i}}-1\right)\right)+\frac{x_{i}+x_{i+1}}{2}=z_{i, 0} .
\end{aligned}
$$

Note that $\delta_{i} \geq 0$ from the fact that $f_{i}^{1} \neq f_{i+1}^{1}$.

- When $f_{i+1}^{1}<f_{i}^{1}$, then

$$
\tau_{i} \leq-\arccos \left(\cos \left(\frac{h}{2}\right)\left(2 \frac{f_{i+1}^{1}}{\delta_{i}}-1\right)\right)+\frac{x_{i}+x_{i+1}}{2}=z_{i, 1} .
$$

The proof is complete.

### 2.2.1 Numerical Example

In order to show the performance of the multi-knot method based on AT splines, we approximate $F_{1}$ by means of many-knot splines using two different points $\tau_{i}$. The results appear in Figures 2.14, 2.15 and 2.16. When $\tau_{i}$ is chosen by the procedure given in Proposition 2.2.2 the obtained interpolating spline preserves the monotonicity of the given data.


Figure 2.14: Approximation by interpolating many-knot splines of $F_{1}$ with $\tau_{i}$ satisfying the conditions of Proposition 2.2.2 and $n=10$.


Figure 2.15: Approximation by interpolating many-knot splines of $F_{1}$ with $\tau_{i}$ not satisfying the conditions of Proposition 2.2.2.


Figure 2.16: Approximation by interpolating many-knot splines of $F_{1}$ with $\tau_{i}$ not satisfying the conditions of Proposition 2.2.2 and $n=10$.

### 2.3 Conclusion

This chapter is divided into two parts. In the first part, we have defined an optimal AT-interpolant which is exact on the linear space spanned by $\{1, x, \sin x, \cos x\}$. The second part deals with the construction of an AT-interpolant that preserves the monotonicity of the data. The unknowns of the interpolant in the first case are obtained by minimizing an integral expression measuring the squared value of the difference between the first derivative of the interpolation error. In the second one, additional knots are considered in each interval induced by the partition in a specific way to achieve the goal. The good performance of both methods has been illustrated for two functions defined on an interval decomposed into different numbers of parts.
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In this chapter, an optimum Hermite cubic interpolation technique based on Algebraic Hyperbolic (AH) functions $1, x, \sinh x$ and $\cosh x$ is presented. The result AH-spline is locally defined on each subinterval of the subdivision and interpolate both function and first derivative values of the unknown function at each knots. In most practical situations of interpolation, the first derivative values are not available, a strategy centered on optimizing the derivatives at the nodes is used to estimate the first derivative values, the new spline interpolant aim to approximate the monotonicity shape of the data points. The constructed interpolation scheme is applied to a data fitting situation that come from a second order system.

The results obtained in this chapter is presented in paper [3].

### 3.1 Cubic Algebraic Hyperbolic (AH) Hermite Splines of Class $C^{1}$

Let $\Delta_{n}=\left\{x_{i}:=a+i h\right\}_{i=0}^{n}$, be a uniform partition of a bounded interval $I=[a, b]$, with $h=\frac{b-a}{n}$. The construction of a $C^{1}$ cubic AH-splines interpolant on the partition $\Delta_{n}$, should be locally expressed in each sub-interval $\ell_{i}:=\left[x_{i}, x_{i+1}\right]$ in terms of the function and the first derivative values of the approximated function at knots $x_{i}$ and $x_{i+1}$.

The space of cubic AH-splines on $\Delta_{n}$ with global $C^{1}$ continuity is denoted as

$$
S_{4}^{1}\left(\Delta_{n}\right):=\left\{H \in C^{1}(I) ; H_{\mid \ell_{i}} \in \Gamma_{4}^{\prime} \text { for all } i=0, \ldots, n\right\},
$$

where $\Gamma_{4}^{\prime}:=\operatorname{span}\{1, x, \sinh x, \cosh x\}$ stands for the linear space of cubic AH-splines. Its dimension equals $2(n+1)$. The following Hermite interpolation problem can then be considered: there exist a unique spline $H(x) \in S_{4}^{1}\left(\Delta_{n}\right)$ such that

$$
\begin{equation*}
H^{(j)}\left(x_{i}\right)=f_{i}^{j}, \quad i=0, \ldots, n, j=0,1 \tag{3.1.1}
\end{equation*}
$$

for any given set of $f_{i}^{j}$-values.
Therefore, each spline $H(x) \in S_{4}^{1}\left(\Delta_{n}\right)$ restricted to the sub-interval $\ell_{i}$ can be represented as follows.

$$
\begin{equation*}
H_{\mid \ell_{i}}(x):=\sum_{k=0}^{1} \sum_{j=0}^{1} f_{i+k}^{j} \phi_{i+k}^{j}(x), \tag{3.1.2}
\end{equation*}
$$

in which $\phi_{i+k}^{j}, k=0,1, j=0,1$, are a classical Hermite basis functions of $S_{4}^{1}\left(\Delta_{n}\right)$ restricted to the sub-interval $\ell_{i}$.
The basis functions $\phi_{i+k}^{j}, k=0,1, j=0,1$, are the unique solution of the interpolation problem given by (3.1.1) in $H(x) \in S_{4}^{1}\left(\Delta_{n}\right)$, where

$$
\begin{aligned}
& \left(f_{i}^{0}, f_{i}^{1}, f_{i+1}^{0}, f_{i+1}^{1}\right)=(1,0,0,0),\left(f_{i}^{0}, f_{i}^{1}, f_{i+1}^{0}, f_{i+1}^{1}\right)=(0,1,0,0), \\
& \left(f_{i}^{0}, f_{i}^{1}, f_{i+1}^{0}, f_{i+1}^{1}\right)=(0,0,1,0),\left(f_{i}^{0}, f_{i}^{1}, f_{i+1}^{0}, f_{i+1}^{1}\right)=(0,0,0,1),
\end{aligned}
$$

respectively. More precisely,

$$
\begin{array}{rrrr}
\phi_{i}^{0}\left(x_{i}\right)=1, & \left(\phi_{i}^{0}\right)^{\prime}\left(x_{i}\right)=0, & \phi_{i}^{0}\left(x_{i+1}\right)=0, & \left(\phi_{i}^{0}\right)^{\prime}\left(x_{i+1}\right)=0, \\
\phi_{i}^{1}\left(x_{i}\right)=0, & \left(\phi_{i}^{1}\right)^{\prime}\left(x_{i}\right)=1, & \phi_{i}^{1}\left(x_{i+1}\right)=0, & \left(\phi_{i}^{1}\right)^{\prime}\left(x_{i+1}\right)=0, \\
\phi_{i+1}^{0}\left(x_{i}\right)=0, & \left(\phi_{i+1}^{0}\right)^{\prime}\left(x_{i}\right)=0, & \phi_{i+1}^{0}\left(x_{i+1}\right)=1, & \left(\phi_{i}^{0}\right)^{\prime}\left(x_{i+1}\right)=0, \\
\phi_{i+1}^{1}\left(x_{i}\right)=0, & \left(\phi_{i+1}^{1}\right)^{\prime}\left(x_{i}\right)=0, & \phi_{i+1}^{1}\left(x_{i+1}\right)=0, & \left(\phi_{i+1}^{1}\right)^{\prime}\left(x_{i+1}\right)=1 .
\end{array}
$$

They can be expressed as follows,

$$
\begin{gathered}
\phi_{i}^{0}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
-\cosh (h)+\sinh (h)\left(h+x_{i}\right)+1 \\
-\sinh (h) \\
\sinh \left(h+x_{i}\right)-\sinh \left(x_{i}\right) \\
\cosh \left(x_{i}\right)-\cosh \left(h+x_{i}\right)
\end{array}\right), \\
\phi_{i}^{1}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
-\cosh (h)-\sinh (h) x_{i}+1 \\
\sinh (h) \\
\sinh \left(x_{i}\right)-\sinh \left(h+x_{i}\right) \\
\cosh \left(h+x_{i}\right)-\cosh \left(x_{i}\right)
\end{array}\right), \\
\phi_{i+1}^{0}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
h \cosh (h)-\sinh (h)+(\cosh (h)-1) x_{i} \\
1-\cosh (h) \\
\cosh \left(x_{i}\right)-\cosh \left(h+x_{i}\right)+h \sinh \left(h+x_{i}\right) \\
-h \cosh \left(h+x_{i}\right)-\sinh \left(x_{i}\right)+\sinh \left(h+x_{i}\right)
\end{array}\right), \\
\phi_{i+1}^{1}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
-h+\sinh (h)+(\cosh (h)-1) x_{i} \\
1-\cosh (h) \\
-\cosh \left(x_{i}\right)+\cosh \left(h+x_{i}\right)-h \sinh \left(x_{i}\right) \\
h \cosh \left(x_{i}\right)+\sinh \left(x_{i}\right)-\sinh \left(h+x_{i}\right)
\end{array}\right) .
\end{gathered}
$$

Where $\theta=h \sinh (h)-2 \cosh (h)+2$.
Figure 3.1 shows the graphical representation of the basis $\phi_{i, j}, j=1, \ldots, 4$ on the interval $[0,1]$.


Figure 3.1: Plot of the basis $\phi_{i, j}, j=1, \ldots, 4$ on the interval $[0,1]$.
Remark 2. The constructed interpolant (3.1.2) exactly reproduces all functions in space $\Gamma_{4}^{\prime}:=\operatorname{span}\{1, x, \sinh x, \cosh x\}$.


Figure 3.3: Plot of the error function $H(x)-f_{7}(x)$ on the interval $[0,5]$.

To illustrate Remark 2, we approximate the function

$$
f_{7}(x)=2 \sinh (x)-\frac{\cosh (x)}{5}
$$

on the interval $[0,5]$ using the operators $H, T$ and $p$ defined by (3.1.2), (2.1.1) and (1.3.10) respectively. Figures 3.2, 3.5 and 3.4 shows this approximation and Figure 3.3 represents the function error $H(x)-f_{7}(x)$.


Figure 3.2: Approximation by cubic AH Hermite interpolating splines for $f_{7}$ on the interval $[0,5]$ with $n=1$.


Figure 3.4: Approximation by cubic polynomial Hermite interpolating splines for $f_{7}$ on the interval $[0,5]$ with $n=1$.


Figure 3.5: Approximation by cubic AT interpolating splines for $f_{7}$ on the interval $[0,5]$ with $n=1$.

### 3.1.1 Slopes Estimation

The proposed interpolant $H$ is defined from the values and first derivative values at the break-points. In general the values $f_{i}^{0}, i=1, \ldots, n$, are given but the values $f_{i}^{1}$, $i=1, . ., n$ of the first derivatives of $H$ remain to be determined.

In order to estimate the values of the derivatives $f_{i}^{1}$ we consider the following functional:

$$
\begin{align*}
J_{1}\left(f_{1}^{1}, \ldots, f_{n}^{1}\right) & :=\int_{a}^{b}\left(H^{\prime}(x)-L^{\prime}(x)\right)^{2} d x  \tag{3.1.3}\\
& =\sum_{i=1}^{n-1} \int_{x_{i}}^{x_{i+1}}\left(H_{i}^{\prime}(x)-L_{i}^{\prime}(x)\right)^{2} d x \tag{3.1.4}
\end{align*}
$$

where $L$ is the linear interpolating spline with pieces

$$
L_{i}(x):=\frac{x_{i+1}-x}{x_{i+1}-x_{i}} f_{i}^{0}+\frac{x-x_{i}}{x_{i+1}-x_{i}} f_{i+1}^{0}
$$

The minimization of (3.1.4) yields the following tridiagonal system of linear equations:

$$
\left(\begin{array}{cccccc}
\mu & 2 \nu & & & &  \tag{3.1.5}\\
\nu & \mu & \nu & & & \\
& \nu & \mu & \nu & & \\
& & \ddots & \mu & \ddots & \\
& & & \nu & \mu & \nu \\
& & & & 2 \nu & \mu
\end{array}\right) \quad\left(\begin{array}{c}
f_{1}^{1} \\
\vdots \\
f_{n}^{1}
\end{array}\right)=\eta\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{n-1} \\
d_{n}
\end{array}\right)
$$

with

$$
\begin{aligned}
\nu & :=\frac{h^{4}\left(\operatorname{csch}^{4}\left(\frac{h}{2}\right)\left(\left(-3 h^{2}+2\right) \sinh (h)+\left(h^{2}+6\right) h \cosh (-h)-6 h-\sinh (2 h)\right)\right)}{4\left(-h \operatorname{coth}\left(\frac{h}{2}\right)+2\right)^{2}} \\
\mu & :=\frac{h^{4}\left(\operatorname{csch}^{4}\left(\frac{h}{2}\right)\left(\left(h^{2}+2\right) \sinh (2 h)+4\left(h^{2}-1\right) \sinh (h)+2(-h)\left(h^{2}+2 \cosh (2 h)-2 \cosh (h)\right)\right)\right)}{4\left(-h \operatorname{coth}\left(\frac{h}{2}\right)+2\right)^{2}} \\
\eta & :=\frac{2 e^{h} h^{4}\left(h^{2}+h \sinh (h)-4 \cosh (h)+4\right)}{\left(e^{h}(h-2)+h+2\right)^{2}} \\
d_{1} & :=2\left(f_{2}^{0}-f_{1}^{0}\right), d_{i}:=f_{i+1}^{0}-f_{i-1}^{0}, \quad i=2, \ldots, n-1 \text { and } d_{n}:=2\left(f_{n}^{0}-f_{n-1}^{0}\right) .
\end{aligned}
$$

Theorem 3.1.1. For $h>0$ the matrix system in (3.1.5) is a diagonally dominant matrix and the limit of the index $D_{h}$ when $h$ goes to zero is equal to $\frac{1}{4}$.
Proof. The proof of the above Theorem 3.1.1 is similar to that of 2.1.1 Chapter 2.

Therefore, the LU factorization procedure is adequate to solve the system (3.1.5) for a small enough value of $h$.

Theorem 3.1.2. Let $f \in \mathcal{C}^{4}([a, b])$ and $H$ be the interpolation operator defined by (3.1.2). For a uniform step size $h$, we have

$$
\|f(x)-H(x)\|_{\infty,[a, b]}=o\left(h^{2}\right) .
$$

Proof. The proof of this Theorem is similar to the proof of Theorem 2.1.3 in Chapter 2.

### 3.2 Numerical Examples

This section presents some numerical results to illustrate the efficiency of the Hermite AH-spline interpolation operator. For this purpose, we will use the following test functions defined on $[0,1]$ :
$h_{1}(x)=\frac{3}{4} e^{-2(9 x-2)^{2}}-\frac{1}{5} e^{-(9 x-7)^{2}-(9 x-4)^{2}}+\frac{1}{2} e^{-(9 x-7)^{2}-\frac{1}{4}(9 x-3)^{2}}+\frac{3}{4} e^{\frac{1}{10}(-9 x-1)-\frac{1}{49}(9 x+1)^{2}}$,
$h_{2}(x)=\frac{1}{2} x \cos ^{4}\left(4\left(x^{2}+x-1\right)\right)$,
$k_{1}(x)=\frac{\sqrt{x+2} \exp \left(2 x^{2}\right) \sin (4 \pi x)}{\left(x^{2}+3\right)^{5 / 7}}$.
The two first functions are the 1D versions of the Franke [87] and Nielson [88] functions. The approximation of the above functions using the AH-spline operator for different values of $n$ are shown in Figures 3.6, 3.7, 3.8, 3.9, 3.10, 3.11, 3.12, 3.13 and 3.14.


Figure 3.6: AH-spline operator $H$ in orange and $h_{1}$ in blue with $n=16$.


Figure 3.7: AH-spline operator $H$ in orange and $h_{1}$ in blue with $n=32$.


Figure 3.8: AH-spline operator $H$ in orange and $h_{1}$ in blue with $n=40$.


Figure 3.9: AH-spline operator $H$ in orange and $h_{2}$ in blue with $n=16$.


Figure 3.10: AH-spline operator $H$ in orange and $h_{1}$ in blue with $n=32$.


Figure 3.11: AH-spline operator $H$ in orange and $h_{1}$ in blue with $n=40$.


Figure 3.12: AH-spline operator $H$ in orange and $k_{1}$ in blue with $n=16$.


Figure 3.13: AH-spline operator $H$ in orange and $k_{1}$ in blue with $n=32$.


Figure 3.14: AH-spline operator $H$ in orange and $k_{1}$ in blue with $n=40$.

### 3.3 Data Fitting Application

We'll formalize our discussion of second-order responses in this section, as well as define two specifications for analyzing and designing general second-order systems. In addition, we will discuss the underdamped example and provide quantitative specifications particular to this reaction. Natural frequency and damping ratio are the names given to these numbers. The oscillation frequency of a second-order system without damping is called its natural frequency. The damping ratio, on the other hand, compares the envelope's exponential decay frequency to natural frequency. Modeling of second-order system a system is known as a second-order linear invariant if the response $y(t)$ is related to the excitation $e_{0}(t)$ by a linear second-order differential equation with constant coefficients:

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=a_{2} e_{0}, \tag{3.3.1}
\end{equation*}
$$

in which $a_{1}$ and $a_{2}$ are two positive or zero real numbers.
Using the Laplace transform and assuming that initial conditions are equal to zero, the transfer function of a second order system is expressed as:

$$
\begin{equation*}
H_{t}(z)=\frac{Y(z)}{E_{0}(z)}=\frac{a_{2}}{z^{2}+a_{1} z+a_{2}} \tag{3.3.2}
\end{equation*}
$$

with

$$
Y(z)=\int_{0}^{+\infty} y(t) \exp (t(-z)) d t
$$

and

$$
E_{0}(z)=\int_{0}^{+\infty} e_{0}(t) \exp (t(-z)) d t
$$

are the Laplace transforms of $y(t)$ and $e_{0}(t)$ respectively.
The natural frequency is the oscillation frequency without damping. That means $a_{1}=0$. The transfer function becomes:

$$
H_{t}(z)=\frac{Y(z)}{E_{0}(z)}=\frac{a_{2}}{z^{2}+a_{2}} .
$$

This function has two imaginary poles:

$$
\begin{equation*}
z_{1}=j \sqrt{a_{2}} ; \quad z_{2}=-j \sqrt{a_{2}} . \tag{3.3.3}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\omega_{n}=\sqrt{a_{2}} . \tag{3.3.4}
\end{equation*}
$$

The poles of an under-damped system $(0<\xi<1)$ are given as:

$$
\begin{equation*}
z_{1}=\frac{a_{1}}{2}+j \sqrt{a_{2}} ; \quad z_{2}=\frac{a_{1}}{2}-j \sqrt{a_{2}} . \tag{3.3.5}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\xi=\frac{\text { Exponential decay frequency }}{\text { natural frequency }}=\frac{a_{1}}{2 \omega_{n}} . \tag{3.3.6}
\end{equation*}
$$

It is possible to deduce that

$$
\begin{equation*}
a_{1}=2 \xi \omega_{n} \tag{3.3.7}
\end{equation*}
$$

The transfer function looks like this:

$$
\begin{equation*}
H_{t}(z)=\frac{Y(z)}{E_{0}(z)}=\frac{\omega_{n}^{2}}{z^{2}+2 \xi z \omega_{n}+\omega_{n}^{2}} \tag{3.3.8}
\end{equation*}
$$

### 3.3.1 Response of an Under-Damped Second-Order System

The step response of an under-damped second-order system is its response $y(t)$ to a unit-step excitation $e_{0}(t)$ where it is assumed that $(0<\xi<1)$.
The response is defined using inverse Laplace transform of $y(t)$ :

$$
\begin{equation*}
Y(z)=\frac{E_{0}(z) \omega_{n}^{2}}{z^{2}+2 \xi z \omega_{n}+\omega_{n}^{2}}=\frac{\omega_{n}^{2}}{z\left(z^{2}+2 \xi z \omega_{n}+\omega_{n}^{2}\right)}, \tag{3.3.9}
\end{equation*}
$$

with $E_{0}(z)=\frac{1}{z}$.
Taking the inverse Laplace transform, the step response of an under-damped second-order system is given by:

$$
\begin{equation*}
y(t)=1-\exp \left(\xi t\left(-\omega_{n}\right)\right)\left(\sin \left(\sqrt{1-\xi^{2}} t \omega_{n}\right)+\frac{\xi \cos \left(\sqrt{1-\xi^{2}} t \omega_{n}\right)}{\sqrt{1-\xi^{2}}}\right) . \tag{3.3.10}
\end{equation*}
$$



Figure 3.15: Step response characteristic of an underdamped second order system.


Figure 3.16: Second-order underdamped responses characteristics for damping ratio values.

We have defined quantitative specifications as the natural frequency and the damping ratio. From Figure 3.15, other parameters associated with an underdamped second-order system are rise time. According to Figure 3.16, the rise time depend on the damping ratio.

### 3.3.2 Rise Time $\operatorname{Tr}$

The time required for the response to rising from 0.1 to 0.9 of its steady value. In theory, there is no method to define the rise time concerning the damping ratio. Therefore, an accurate analytical relationship between rise time and damping ratio, $\xi$, cannot be determined. However, using a numerical method and the analytical response expression $y(t)$, it is possible to find the relationship between rise time and damping ratio.
In this chapter, AH -spline Hermite interpolating is proposed to establish a precise relationship between rise time and damping ratio.
With the use of the computer, we can resolve the values of $\omega_{n} t_{2}$ that result in $y\left(\omega_{n} t_{2}\right)=0.9$ and $y\left(\omega_{n} t_{1}\right)=0.1$. If we subtract the two values of $\omega_{n} t_{1}$ and $\omega_{n} t_{2}$, we derive the normalized rise time, $\omega_{n} \operatorname{Tr}=\omega_{n} t_{2}-\omega_{n} t_{1}$, for this specific value of $\xi$.
To show the accuracy of our proposed method, we will present in Table 3.1 the error made by our approach and by the Polyfit function in Matlab for the approximation of Rise time and in Table 3.2 the absolute mean error.

We define the error between a value $T r_{i}$ and its approximation $H_{i}$ by :

$$
e_{i}=\left|T r_{i}-H_{i}\right|
$$

and the absolute mean error $\mathbf{E}$ by

$$
\mathbf{E}(n)=\frac{1}{n} \sum_{i=1}^{n} e_{i},
$$

Table 3.1: Error behavior of AH splines and that of Polyfit function in Matlab.

| $\xi_{i}$ | $T r_{i}$ | Error of AH | Error of Polyfit |
| :---: | :---: | :---: | :---: |
| 0.1 | 1.121 | 0 | $1.95 \times 10^{-2}$ |
| 0.15 | 1.178 | $1.69 \times 10^{-2}$ | $2.5 \times 10^{-2}$ |
| 0.2 | 1.205 | 0 | $2 \times 10^{-4}$ |
| 0.25 | 1.268 | $4.5 \times 10^{-3}$ | $6.8 \times 10^{-3}$ |
| 0.3 | 1.328 | 0 | $6.3 \times 10^{-3}$ |
| 0.35 | 1.397 | $6.2 \times 10^{-3}$ | $8.9 \times 10^{-3}$ |
| 0.4 | 1.461 | 0 | $5.2 \times 10^{-4}$ |
| 0.45 | 1.5451 | $1.5 \times 10^{-3}$ | $1.5 \times 10^{-3}$ |
| 0.5 | 1.642 | 0 | $6.7 \times 10^{-3}$ |
| 0.55 | 1.738 | $4.7 \times 10^{-3}$ | $1.3 \times 10^{-4}$ |
| 0.6 | 1.855 | 0 | $1.5 \times 10^{-3}$ |
| 0.65 | 1.979 | $3.2 \times 10^{-3}$ | $3.5 \times 10^{-3}$ |
| 0.7 | 2.125 | 0 | $1.6 \times 10^{-3}$ |
| 0.75 | 2.281 | $6.5 \times 10^{-3}$ | $6.2 \times 10^{-3}$ |
| 0.8 | 2.466 | 0 | $5.6 \times 10^{-4}$ |
| 0.85 | 2.672 | $4.7 \times 10^{-3}$ | $9.2 \times 10^{-3}$ |
| 0.9 | 2.876 | 0 | $4.3 \times 10^{-3}$ |

Table 3.2: The absolute mean $\operatorname{error} \mathbf{E}(n)$

| AH splines | Polyfit |
| :---: | :---: |
| $3.6 \times 10^{-3}$ | $11.9 \times 10^{-3}$ |

Figure 3.17 shows fitting the rise time using AH-spline operator.


Figure 3.17: Fitting the rise time using AH-spline operator.

### 3.4 Conclusion

This chapter is divided into two part, in the first part we define and study a $C^{1}$ cubic algebraic hyperbolic spline interpolant exactly reproduces all functions in the space spanned by $\{1, x, \sinh x, \cosh x\}$, the unknown parameters of this interpolation are estimated by minimizing an integral expression measuring the squared value of the difference between the first derivative of the interpolation error. In the second part, we consider a second order system problem from physics and apply the AH-spline operator to define and fit the rise time as a function of the damping ratio. The numerical results show that the AH-spline operator has good performances.

## Chapter 4

## $C^{2}$ Cubic Algebraic Hyperbolic Spline Interpolating Scheme by Means of Integral Values equations
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In this chapter, a cubic Hermite spline interpolating scheme reproducing both linear polynomials and hyperbolic functions is considered. The interpolating scheme is mainly defined by means of integral values over the subintervals of a partition of the function to be approximated, rather than the function and its first derivative values. The scheme provided is $C^{2}$ everywhere and yields optimal order. We provide some numerical tests to illustrate the good performance of the novel approximation scheme.

The results obtained in this chapter are presented in the paper [5].

### 4.1 Introduction

In this chapter, we consider the algebraic hyperbolic (AH) cubic spline space, spanned by $\{1, x, \sinh , \cosh \}$, and let $\Delta_{n}=\left\{x_{i}:=a+i h\right\}_{i=0}^{n}$ be a uniform partition of a bounded interval $I=[a, b]$, with $h=\frac{b-a}{n}$. Given values $f_{i}^{j}, i=0, \ldots, n, j=0,1$,
there exists a unique cubic AH Hermite interpolant $s_{i} \in \operatorname{span}\{1, x, \sinh , \cosh \}$ such that

$$
s_{i}^{(j)}\left(x_{i+k}\right)=f_{i+k}^{j}, i=0, \ldots, n-1, j, k=0,1
$$

. The spline $s$ defined from the local interpolants $s_{i}$ is a $C^{1}$ continuous AH spline that interpolates the data $f_{i}^{j}$.

In this chapter, we suppose that the data $f_{i}^{j}, i=0, \ldots, n, j=0,1$, are not given, and we assume that the integral values over subintervals $\left[x_{i}, x_{i+1}\right], i=0, \ldots, n-1$ are given. Then, our purpose is the construction of the Hermite interpolant $s$ using only this information. This kind of approximation arises in various fields, such as mechanics, mathematical statistics, electricity, environmental science, climatology, oceanography and so on (for more details, see References [78, 79] and references therein). More precisely, the values $f_{i}^{j}$ will be computed by means of $C^{2}$ smoothness conditions at the knots $x_{i}$ and the integral values over subintervals $\left[x_{i}, x_{i+1}\right]$. This is done by solving a three-diagonal linear system. Some final conditions are required. In particular, we assume that the three values $f_{0}^{0}$, $f_{n}^{0}$ and $f_{0}^{1}$ or $f_{n}^{1}$ are given. In general, these three values are not always available. We suggest a modified scheme that does not involve any final conditions to avoid this limitation.

### 4.2 Cubic Algebraic Hyperbolic (AH) Splines of Class $C^{1}$

Let $\Delta_{n}=\left\{x_{i}:=a+i h\right\}_{i=0}^{n}$ be a uniform partition of a bounded interval $I=[a, b]$, with $h=\frac{b-a}{n}$. The $C^{1}$ cubic AH spline interpolant on the partition $\Delta_{n}$ is the unique spline $s$ solution of the Hermite interpolation problem

$$
\begin{equation*}
s^{(j)}\left(x_{i}\right)=f_{i}^{j}, \quad i=0, \ldots, n, j=0,1, \tag{4.2.1}
\end{equation*}
$$

for any given set of $f_{i}^{j}$-values.
The spline function $s$ is defined as follows:

$$
\begin{equation*}
s_{\ell_{i}}(x):=\sum_{k=0}^{1} \sum_{j=0}^{1} f_{i+k}^{j} \phi_{i+k}^{j}(x), \tag{4.2.2}
\end{equation*}
$$

With the functions basis $\phi_{i+k}^{j}, k=0,1, j=0,1$ are expressed as follows:

$$
\phi_{i}^{0}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
-\cosh (h)+\sinh (h)\left(h+x_{i}\right)+1 \\
-\sinh (h) \\
\sinh \left(h+x_{i}\right)-\sinh \left(x_{i}\right) \\
\cosh \left(x_{i}\right)-\cosh \left(h+x_{i}\right)
\end{array}\right)
$$

$$
\begin{aligned}
& \phi_{i}^{1}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
-\cosh (h)-\sinh (h) x_{i}+1 \\
\sinh (h) \\
\sinh \left(x_{i}\right)-\sinh \left(h+x_{i}\right) \\
\cosh \left(h+x_{i}\right)-\cosh \left(x_{i}\right)
\end{array}\right), \\
& \phi_{i+1}^{0}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
h \cosh (h)-\sinh (h)+(\cosh (h)-1) x_{i} \\
1-\cosh (h) \\
\cosh \left(x_{i}\right)-\cosh \left(h+x_{i}\right)+h \sinh \left(h+x_{i}\right) \\
-h \cosh \left(h+x_{i}\right)-\sinh \left(x_{i}\right)+\sinh \left(h+x_{i}\right)
\end{array}\right), \\
& \phi_{i+1}^{1}(x):=\frac{1}{\theta}(1, x, \sinh (x), \cosh (x))\left(\begin{array}{c}
-h+\sinh (h)+(\cosh (h)-1) x_{i} \\
1-\cosh (h) \\
-\cosh \left(x_{i}\right)+\cosh \left(h+x_{i}\right)-h \sinh \left(x_{i}\right) \\
h \cosh \left(x_{i}\right)+\sinh \left(x_{i}\right)-\sinh \left(h+x_{i}\right)
\end{array}\right),
\end{aligned}
$$

where $\theta=h \sinh (h)-2 \cosh (h)+2$.
Consider that the values of $f_{i}^{j}$ are related to an explicit function $f$, i.e., $f_{i}^{j}=$ $f^{(j)}\left(x_{i}\right), j=0,1$. Then, it holds that

$$
\begin{equation*}
\|s-f\|_{\infty,\left[x_{i}, x_{i+1}\right]}=o\left(h^{4}\right) . \tag{4.2.3}
\end{equation*}
$$

In order to prove this statement, consider an arbitrary but fixed value $\tilde{t}$ different from $x_{i}$ and $x_{i+1}$, and define

$$
R(t)=s(t)-f(t)-\rho \prod_{k=0}^{1}\left(t-x_{i+k}\right)^{2}
$$

in which the constant $\rho$ is chosen such that $R(\tilde{t})=0$, that is,

$$
\rho=\frac{s(\tilde{t})-f(\tilde{t})}{\prod_{k=0}^{1}\left(\tilde{t}-x_{i+k}\right)^{2}} .
$$

The function $R$ has at least three roots in $\left[x_{i}, x_{i+1}\right]$, which are $x_{i}, x_{i+1}$ and $\tilde{t}$.
According to Rolle's theorem, $R^{\prime}$ has at least two roots in $\left[x_{i}, x_{i+1}\right]$ that are different from $x_{i}, x_{i+1}, \tilde{t}$ and also $R^{\prime}\left(x_{i}\right)=R^{\prime}\left(x_{i+1}\right)=0$, which means that $R^{\prime}$ has at least four roots in $\left[x_{i}, x_{i+1}\right]$. Analogously and progressively, it is shown that $R^{(2)}$ has three roots in the interval $\left[x_{i}, x_{i+1}\right], R^{(3)}$ has two and $R^{(4)}$ has only one root, say $\xi$. It then states

$$
R^{(4)}(\xi)=s^{(4)}(\xi)-f^{(4)}(\xi)-24 \rho=0
$$

It holds that

$$
s(\tilde{t})-f(\tilde{t})=\frac{1}{24}\left(s^{(4)}(\xi)-f^{(4)}(\xi)\right) \prod_{k=0}^{1}\left(\tilde{t}-x_{i+k}\right)^{2}
$$

This proves Equation (4.2.3).
The proposed interpolant $s$ is defined from the values and first derivative values at the breakpoints. Unfortunately, this dataset is not always at hand. This paper deals with cases where neither the values nor the derivative values are known. Instead, we assume that the integral values over the sub-intervals are available.

The strategy pursued in this work is the following: we first highlight the relationship between function and first derivative values by imposing the $C^{2}$ smoothness at the set of break points. Next, we express the derivative values in the mean integral values provided.

The $C^{2}$ smoothness of $s^{\prime \prime}(x)$ at $x_{i}, i=1, . ., n-1$ yields the following consistency relations:

$$
\begin{equation*}
\alpha f_{i-1}^{1}+\beta f_{i}^{1}+\alpha f_{i+1}^{1}=f_{i+1}^{0}-f_{i-1}^{0}, \quad i=1, \ldots, n-1 \tag{4.2.4}
\end{equation*}
$$

where $\alpha=\frac{\sinh (h)-h}{\cosh (h)-1}$ and $\beta=\operatorname{csch}^{2}\left(\frac{h}{2}\right)(h \cosh (h)-\sinh (h))$.
The error related to the approximation scheme (4.2.4) can be derived from the following result.

Lemma 4.2.1. Let $f \in \mathcal{C}^{3}([a, b])$; then, the local truncation errors $\mathfrak{t}_{i}, i=1,2, \ldots, n$, associated with the scheme (4.2.4) are given by the expressions

$$
\mathfrak{t}_{i}=-\frac{1}{6} h^{2} f^{(3)}\left(x_{i}\right)(h(\cosh (h)+2)-3 \sinh (h))+o\left(h^{2}\right) .
$$

Proof. The function $f$ is supposed to be of class $\mathcal{C}^{3}([a, b])$, that is,

$$
\begin{aligned}
& f\left(x_{i}+h\right)=f\left(x_{i}\right)+f^{\prime}\left(x_{i}\right) h+f^{\prime \prime}\left(x_{i}\right) \frac{h^{2}}{2}+f^{(3)}\left(x_{i}\right) \frac{h^{3}}{6}+o\left(h^{3}\right), \\
& f\left(x_{i}-h\right)=f\left(x_{i}\right)-f^{\prime}\left(x_{i}\right) h+f^{\prime \prime}\left(x_{i}\right) \frac{h^{2}}{2}-f^{(3)}\left(x_{i}\right) \frac{h^{3}}{6}+o\left(h^{3}\right), \\
& f^{\prime}\left(x_{i}+h\right)=f^{\prime}\left(x_{i}\right)+f^{\prime \prime}\left(x_{i}\right) h+f^{(3)}\left(x_{i}\right) \frac{h^{2}}{2}+o\left(h^{2}\right), \\
& f^{\prime}\left(x_{i}-h\right)=f^{\prime}\left(x_{i}\right)-f^{\prime \prime}\left(x_{i}\right) h+f^{(3)}\left(x_{i}\right) \frac{h^{2}}{2}+o\left(h^{2}\right) .
\end{aligned}
$$

Using Equation (4.2.4), it results that

$$
\mathfrak{t}_{i}=\alpha f^{\prime}\left(x_{i-1}\right)+\beta f^{\prime}\left(x_{i}\right)+\alpha f^{\prime}\left(x_{i+1}\right)-\frac{1}{\operatorname{csch}^{2}\left(\frac{h}{2}\right)}\left(f\left(x_{i+1}\right)-f\left(x_{i-1}\right)\right) .
$$

By replacing $f^{\prime}\left(x_{i-1}\right), f^{\prime}\left(x_{i+1}\right)$ and $f\left(x_{i+1}\right)-f\left(x_{i-1}\right)$ by their Taylor expansions, the intended result can be achieved, which completes the proof.

The next result can be easily deduced from the previous Lemma 4.2.1.

Theorem 4.2.1. Let $f \in \mathcal{C}^{3}([a, b])$, then

$$
\left|f_{i}^{1}-f^{\prime}\left(x_{i}\right)\right|=o\left(h^{2}\right)
$$

At this point, we have provided a scheme that approximates the derivative values from the function values by imposing $C^{2}$ smoothness at the breakpoints. Next, we will deal with cases where the function values are unavailable, whereas the integrals over the sub-intervals are known.

### 4.2.1 Cubic Algebraic Hyperbolic Spline Interpolant Based on Mean Integral Value

In traditional spline interpolation problems, it is assumed that the function values at the knots are given. In this subsection, the function values are supposed to be unknowns and we assume that the integrals over the sub-intervals $\left[x_{i-1}, x_{i}\right], i=$ $1, \ldots, n$ are provided and are equal to

$$
\begin{equation*}
I_{i}=\int_{x_{i-1}}^{x_{i}} f(x) d x, \quad i=1, \ldots, n \tag{4.2.5}
\end{equation*}
$$

In the sequel, we will provide a scheme that approximates derivative values from the integrals $t_{i}, i=1, \ldots, n$.

By integrating $s$ over $\left[x_{i-1}, x_{i}\right]$ and $\left[x_{i}, x_{i+1}\right]$, one can obtain

$$
\begin{align*}
2 I_{i} & =h\left(f_{i-1}^{0}+f_{i}^{0}\right)+\left(2-h \operatorname{coth}\left(\frac{h}{2}\right)\right)\left(f_{i}^{1}-f_{i-1}^{1}\right), \quad i=1, \ldots, n  \tag{4.2.6}\\
2 I_{i+1} & =h\left(f_{i}^{0}+f_{i+1}^{0}\right)+\left(2-h \operatorname{coth}\left(\frac{h}{2}\right)\right)\left(f_{i+1}^{1}-f_{i}^{1}\right), \quad i=0, \ldots, n-1 \tag{4.2.7}
\end{align*}
$$

respectively.
Subtracting (4.2.6) from (4.2.7) as a first step, and then applying (4.2.4) as a second step, allows us to eliminate the unknowns $f_{i}^{0}$, as well as to achieve new relations that link only the unknowns $f_{i}^{1}$ with the provided data $t_{i}$. It results that

$$
\begin{equation*}
\mu f_{i-1}^{1}+\lambda f_{i}^{1}+\mu f_{i+1}^{1}=2\left(I_{i+1}-I_{i}\right), \quad i=1, \ldots, n-1, \tag{4.2.8}
\end{equation*}
$$

with

$$
\mu=\frac{1}{2}\left(4-h^{2} \operatorname{csch}^{2}\left(\frac{h}{2}\right)\right) \text { and } \lambda=\left(\left(h^{2}-2\right) \cosh (h)+2\right) \operatorname{csch}^{2}\left(\frac{h}{2}\right) .
$$

This yields a system of $n-1$ linear equations, while there are $n+1$ unknowns $f_{i}^{1}$. Then, two additional end conditions are required to determine the unknowns. The
end conditions are the first derivative values at the end points $a$ and $b$. Assume that $f^{\prime}(a)=f_{a}^{1}$ and $f^{\prime}(b)=f_{b}^{1}$ are provided. Then, a $(n-1) \times(n-1)$ linear tridiagonal system results.

$$
\left(\begin{array}{cccccc}
\lambda & \mu & & & &  \tag{4.2.9}\\
\mu & \lambda & \mu & & & \\
& \mu & \lambda & \mu & & \\
& & \ddots & \ddots & \ddots & \\
& & & \mu & \lambda & \mu \\
& & & & \mu & \lambda
\end{array}\right) \quad\left(\begin{array}{c}
f_{1}^{1} \\
\\
\vdots \\
\\
f_{n-1}^{1}
\end{array}\right)=\left(\begin{array}{c}
b_{1}-\mu c \\
b_{2} \\
\vdots \\
b_{n-2} \\
b_{n-1}-\mu d
\end{array}\right)
$$

with $b_{i}=2\left(I_{i+1}-I_{i}\right)$.
The following result shows that the linear system (4.2.9) has a unique solution.
Theorem 4.2.2. For $h>0$, the matrix system in (4.2.9) is a strictly diagonally dominant matrix.

Proof. Let $h>0$. It is easy to show that $\lambda>2 \mu$. Indeed, a simple calculation gives us the following equality:

$$
\begin{aligned}
\lambda-2 \mu & =\frac{\left(\left(h^{2}-2\right) \cosh (h)+2\right) \operatorname{csch}^{2}\left(\frac{h}{2}\right)}{h\left(h \operatorname{coth}\left(\frac{h}{2}\right)-2\right)}-\frac{2\left(4-h^{2} \operatorname{csch}^{2}\left(\frac{h}{2}\right)\right)}{2 h\left(h \operatorname{coth}\left(\frac{h}{2}\right)-2\right)} \\
& =\frac{4}{h}+2 \operatorname{coth}\left(\frac{h}{2}\right)
\end{aligned}
$$

Since coth $\left(\frac{h}{2}\right)>0$, then $\lambda-2 \mu>0$, which completes the proof.
The LU factorization is adequate for solving (4.2.9) because the index on the diagonally dominant property of the matrix $A$ is equal to $\frac{1}{5}$ for small enough $h>0$. In fact, let $A:=\left(a_{i j}\right)_{1 \leq i, j \leq n}$ be the matrix coefficient of system (4.2.9). The index on the diagonally dominant property of matrix $A$ is given by

$$
D_{h}(A):=\max _{i=1, \ldots, n} \frac{1}{\left|a_{i i}\right|} \sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i, j}\right|=2 \max _{h>0} \frac{\mu(h)}{\lambda(h)}=\frac{\frac{2}{h}-\frac{h}{15}+\frac{13 h^{3}}{600}+o\left(h^{5}\right)}{\frac{10}{h}+\frac{4 h}{15}-\frac{11 h^{3}}{3150}+o\left(h^{5}\right)}
$$

Its limit when $h$ is close to zero is equal to $\frac{1}{5}$.
Once the values of $f_{i}^{1}, i=1, \ldots, n-1$ are determined, we can then compute $f_{i}^{1}$, $i=1, \ldots, n-1$ by means of (4.2.6). However, we still need another end condition. Suppose that one of the values $f(a)$ and $f(b)$ is provided; then, we can start from it and use (4.2.6) to obtain the remaining unknowns in an iterative way.

To analyze the interpolation error, we need the following lemma to establish an error bound for our operator.

Lemma 4.2.2. Let $f \in \mathcal{C}^{3}([a, b])$; then, the local truncation errors $\tilde{\mathfrak{t}}_{i}, i=1,2, \ldots, n$, associated with the scheme (4.2.9), are given by the expressions

$$
\tilde{\mathfrak{f}}_{i}=-\frac{1}{6} h^{2} f^{(3)}\left(x_{i}\right)\left(h^{2}+3 h^{2} \operatorname{csch}^{2}\left(\frac{h}{2}\right)-12\right)+o\left(h^{2}\right) .
$$

Theorem 4.2.3. Let $f \in \mathcal{C}^{4}([a, b])$ and $s$ be the interpolation operator defined by (4.2.2), (4.2.6) and (4.2.9). For a uniform step size $h$, we have

$$
\|f(x)-s(x)\|_{\infty,[a, b]}=o\left(h^{2}\right) .
$$

Proof. Consider the sub-interval $\left[x_{i}, x_{i+1}\right]$. Let $S$ be the cubic AH spline, which satisfies $S^{(j)}\left(x_{i+k}\right)=f^{(j)}\left(x_{i+k}\right), j, k=0,1$. Then, it results that

$$
\begin{aligned}
\|s-f\| & =\|s-S+S-f\| \\
& \leq\|s-S\|+\|S-f\| \\
& \leq o\left(h^{2}\right)+o\left(h^{4}\right) \\
& \equiv o\left(h^{2}\right) .
\end{aligned}
$$

This due to the fact that $\|s-S\| \leq \max \left\{\left|f^{\prime}\left(x_{i}\right)-f_{i}^{1}\right|,\left|f^{\prime}\left(x_{i+1}\right)-f_{i+1}^{1}\right|\right\}$, which concludes the proof.

In the general context, the end conditions may not be provided. Thus, to avoid this limitation, we will provide explicit expressions for the end conditions $f(a)$, $f^{\prime}(a)$ and $f(b)$ by means of integral values.

Lemma 4.2.3. For a given function $f \in C^{2}$,

$$
f(a)=\frac{11 I_{1}-7 I_{2}+2 I_{3}}{6 h}, f^{\prime}(a)=-\frac{2 I_{1}-3 I_{2}+I_{3}}{h^{2}}, f^{\prime}(b)=-\frac{2 t_{n}-3 I_{n-1}+I_{n-2}}{h^{2}} .
$$

Proof. The Taylor expansion of $f$ around $a$ is as follows:

$$
\begin{aligned}
f(x)= & f(a)+f^{\prime}(a)(x-a)+\frac{1}{2} f^{\prime \prime}(a)(x-a)^{2}+o(x-a)^{2} . \\
I_{1} & =h f(a)+\frac{h^{2}}{2} f^{\prime}(a)+\frac{h^{3}}{6} f^{\prime \prime}(a)+o\left(h^{3}\right), \\
I_{2} & =h f(a)+\frac{3 h^{2}}{2} f^{\prime}(a)+\frac{7 h^{3}}{6} f^{\prime \prime}(a)+o\left(h^{3}\right), \\
I_{3} & =h f(a)+\frac{5 h^{2}}{2} f^{\prime}(a)+\frac{19 h^{3}}{6} f^{\prime \prime}(a)+o\left(h^{3}\right) .
\end{aligned}
$$

Therefore, the following system is obtained:

$$
\left(\begin{array}{l}
I_{1} \\
I_{2} \\
I_{3}
\end{array}\right)=\left(\begin{array}{ccc}
h & \frac{h^{2}}{2} & \frac{h^{3}}{6} \\
h & \frac{3 h^{2}}{2} & \frac{7 h^{3}}{6} \\
h & \frac{5 h^{2}}{2} & \frac{19 h^{3}}{6}
\end{array}\right)\left(\begin{array}{c}
f(a) \\
f^{\prime}(a) \\
f^{\prime \prime}(a)
\end{array}\right)
$$

Through a straightforward computation, we can obtain the expressions of $f(a)$ and $f^{\prime}(a)$.

By the same approach, we can obtain the expression of $f^{\prime}(b)$, which concludes the proof.

### 4.3 Numerical Results

This section provides some numerical results to illustrate the performance of the above Hermite interpolation operator. To this end, we will use the test functions
$h_{1}(x)=\frac{3}{4} e^{-2(9 x-2)^{2}}-\frac{1}{5} e^{-(9 x-7)^{2}-(9 x-4)^{2}}+\frac{1}{2} e^{-(9 x-7)^{2}-\frac{1}{4}(9 x-3)^{2}}+\frac{3}{4} e^{\frac{1}{10}(-9 x-1)-\frac{1}{49}(9 x+1)^{2}}$,
$h_{2}(x)=\frac{1}{2} x \cos ^{4}\left(4\left(x^{2}+x-1\right)\right)$,
$h_{3}(x)=-\frac{\exp \left(-x^{2}\right)\left(\log \left(x^{5}+6\right)+\sin (3 \pi x)\right)}{\cos (2 \pi x)+2}$,
whose plots appear in Figures 4.1, 4.2 and 4.3 respectively. The two first functions are the 1D versions of the Franke [87] and Nielson [88] functions.


Figure 4.1: Plots of test function $h_{1}$.


Figure 4.2: Plots of test function $h_{2}$.


Figure 4.3: Plots of test function $h_{3}$.

Let us consider the interval $I=[0,1]$. The tests are carried out for a sequence of uniform mesh $\Im_{n}$ associated with the break points $i h, i=0, \ldots, n$, where $h=\frac{1}{n}$.

The interpolation error is estimated as

$$
\mathcal{E}_{n}(f)=\max _{0 \leq \ell \leq 200}\left|s\left(x_{\ell}\right)-f\left(x_{\ell}\right)\right|,
$$

where $x_{\ell}, \ell=0, \ldots, 200$, are equally spaced points in $I$. The estimated numerical convergence order ( $N C O$ ) is given by the rate

$$
N C O:=\frac{\log \left(\frac{\mathcal{E}_{n}}{\mathcal{E}_{2 n}}\right)}{\log (2)} .
$$

In Table 4.1, the estimated quasi-interpolation errors and NCOs for functions $h_{1}, h_{2}$ and $h_{3}$ are shown.

Table 4.1: Estimated errors for functions $h_{1}, h_{2}$ and $h_{3}$, and NCOs with different values of $n$.

| $\boldsymbol{n}$ | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{h}_{\boldsymbol{1}}\right)$ | NCO | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{h}_{\boldsymbol{2}}\right)$ | NCO | $\boldsymbol{\mathcal { E }}_{\boldsymbol{n}}\left(\boldsymbol{h}_{\boldsymbol{3}}\right)$ | NCO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | $1.7857 \times 10^{-1}$ | -- | $9.1243 \times 10^{-2}$ | -- | $7.4186 \times 10^{-3}$ | -- |
| 20 | $8.7411 \times 10^{-3}$ | 4.3525 | $9.8171 \times 10^{-3}$ | 3.2163 | $2.8348 \times 10^{-4}$ | 4.7097 |
| 40 | $1.8198 \times 10^{-4}$ | 5.5859 | $2.3654 \times 10^{-4}$ | 5.3751 | $1.0365 \times 10^{-5}$ | 4.7734 |
| 80 | $8.6397 \times 10^{-6}$ | 4.3967 | $1.1330 \times 10^{-5}$ | 4.3838 | $5.7600 \times 10^{-7}$ | 4.1695 |

Now, we will compare the numerical method proposed here with the results obtained with different methods in other papers in the literature, although the test functions in these papers are simple, namely

$$
g_{1}(x)=\cos (\pi x), \quad \text { and } \quad g_{2}(x)=x \sin (x) .
$$

In Tables 4.2 and 4.3, we list the resulting errors for the approximation of the functions $g_{1}$ and $g_{2}$, respectively, by using the cubic spline operator provided here and those in References [84, 89, 90]. Tables 4.2 and 4.3 show that the novel numerical scheme improves the results in References [84, 89, 90].

Table 4.2: Estimated errors for function $g_{1}$, and NCOs with different values of $n$.

| $\boldsymbol{n}$ | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{g}_{\boldsymbol{1}}\right)$ | NCO | Method in [84] | NCO | Method in [89] | NCO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | $3.00 \times 10^{-5}$ | -- | $6.00 \times 10^{-5}$ | -- | $6.25 \times 10^{-4}$ | -- |
| 20 | $1.86 \times 10^{-6}$ | 4.01 | $3.28 \times 10^{-6}$ | 4.19 | $4.05 \times 10^{-5}$ | 3.94 |
| 40 | $1.16 \times 10^{-7}$ | 4.00 | $2.43 \times 10^{-7}$ | 3.75 | $2.56 \times 10^{-6}$ | 3.98 |

Table 4.3: Estimated errors for function $g_{2}$, and NCOs with different values of $n$.

| $\boldsymbol{n}$ | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{g}_{\boldsymbol{2}}\right)$ | NCO | Method in [90] | NCO |
| :---: | :---: | :---: | :---: | :---: |
| 10 | $1.66 \times 10^{-6}$ | -- | $2.80 \times 10^{-5}$ | -- |
| 20 | $1.04 \times 10^{-7}$ | 4.00 | $1.75 \times 10^{-7}$ | 3.99 |
| 40 | $6.51 \times 10^{-9}$ | 4.00 | $1.10 \times 10^{-8}$ | 3.99 |

Next, we deal with the following four test functions also defined on $[0,1]$ :

$$
\begin{aligned}
& k_{1}(x)=\frac{\sqrt{x+2} \exp \left(2 x^{2}\right) \sin (4 \pi x)}{\left(x^{2}+3\right)^{5 / 7}}, \quad k_{2}(x)=\frac{\sinh \left(x^{2}\right) \sin (2 \pi \sqrt{\cosh (2 x)})}{x^{6}+1}, \\
& k_{3}(x)=\frac{\exp \left(\frac{1}{x^{2}+1}\right) \tanh \left(\frac{x}{10 \pi}\right)}{16 x^{3}+1}, \quad \text { and } \quad k_{4}(x)=\cosh (x) \exp (\sinh (x)) .
\end{aligned}
$$

Their typical plots are shown in Figure 4.4, 4.5, 4.6, 4.7 respectively.


Figure 4.4: Plots of test function $k_{1}$.


Figure 4.5: Plots of test function $k_{2}$.


Figure 4.6: Plots of test function $k_{3}$.


Figure 4.7: Plots of test function $k_{4}$.
Our goal now is to compare the method introduced herein with the methods that use only algebraic splines, as well as those that combine the features of algebraic and hyperbolic functions. To this end, we consider the approaches presented by A. Boujraf et al. in [79], D. Barrera et al. in [69], J. Wu and X. Zhang in [90] and S. Eddargani et al. in [84], so we implement the approaches described in [79, 90, 84] to be able to execute any test function, because those involved in the cited references are simple examples and one of them (exponential function) is reproduced by our approach.

Tables 4.4 and 4.5 lists the resulting errors for approximating the functions $k_{1}$ and $k_{2}$, respectively, using our approach and the one provided in [79]. Next, table 4.6 shows the resulting errors for approximating the function $k_{3}$, using the method
described here and those in References [69, 90, 84]. Finally, in Table 4.7, we list the resulting errors for approximating the function $k_{4}$ using the approach provided here and those in References References [90, 84]..

In Tables 4.4 and 4.5, we list the resulting errors for the approximation of the functions $k_{1}$ and $k_{2}$, respectively, using our approach and the one provided in [79]. Table 4.6 shows the resulting errors for the approximation of the function $k_{3}$, using the approach described here and those in References [69, 90, 84]. In Table 4.7, we list the resulting errors for the approximation of the function $k_{4}$ by using the approach provided here and those in References [90, 84].

Table 4.4: Estimated errors for function $k_{1}$, and NCOs with different values of $n$.

| $\boldsymbol{n}$ | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{k}_{\boldsymbol{1}}\right)$ | NCO | Method in [79] | NCO |
| :---: | :---: | :---: | :---: | :---: |
| 8 | $3.6083 \times 10^{-2}$ | -- | $7.8090 \times 10^{-1}$ | -- |
| 16 | $2.5592 \times 10^{-3}$ | 3.81755 | $6.3999 \times 10^{-2}$ | 3.60902 |
| 32 | $1.6951 \times 10^{-4}$ | 3.91625 | $4.6292 \times 10^{-3}$ | 3.78922 |
| 64 | $1.0783 \times 10^{-5}$ | 3.9745 | $1.5127 \times 10^{-3}$ | 1.61358 |
| 128 | $6.8819 \times 10^{-7}$ | 3.96986 | $5.2353 \times 10^{-4}$ | 1.53083 |

Table 4.5: Estimated errors for function $k_{2}$, and NCOs with different values of $n$.

| $\boldsymbol{n}$ | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{k}_{\boldsymbol{2}}\right)$ | NCO | Method in [79] | NCO |
| :---: | :---: | :---: | :---: | :---: |
| 8 | $5.0763 \times 10^{-3}$ | -- | $1.2442 \times 10^{-1}$ | -- |
| 16 | $3.6283 \times 10^{-4}$ | 3.80642 | $1.0854 \times 10^{-2}$ | 3.51895 |
| 32 | $1.8540 \times 10^{-5}$ | 4.29057 | $7.5616 \times 10^{-4}$ | 3.84338 |
| 64 | $9.9072 \times 10^{-7}$ | 4.22602 | $4.7513 \times 10^{-5}$ | 3.99231 |
| 128 | $7.4838 \times 10^{-8}$ | 3.72664 | $3.0252 \times 10^{-6}$ | 3.97319 |

Table 4.6: Estimated errors for function $k_{3}$, and NCOs with different values of $n$.

| $\boldsymbol{n}$ | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{k}_{\mathbf{3}}\right)$ | NCOMethod in [69] NCO | Method in [90] NCOMethod in [84]NCO |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $7.78 \times 10^{-5}$ | -- | $1.24 \times 10^{-3}$ | -- | $1.64 \times 10^{-2}$ | -- | $1.69 \times 10^{-2}$ | -- |
| 16 | $1.93 \times 10^{-6}$ | 5.33 | $7.81 \times 10^{-5}$ | 3.98 | $1.00 \times 10^{-3}$ | 4.03 | $1.01 \times 10^{-3}$ | 4.27 |
| 32 | $1.03 \times 10^{-7}$ | 4.21 | $4.88 \times 10^{-6}$ | 4.00 | $6.26 \times 10^{-5}$ | 3.99 | $6.28 \times 10^{-5}$ | 4.00 |
| 64 | $6.02 \times 10^{-9}$ | 4.10 | $3.05 \times 10^{-7}$ | 4.00 | $3.91 \times 10^{-6}$ | 4.00 | $3.92 \times 10^{-6}$ | 4.00 |
| $1284.91 \times 10^{-10}$ | 3.61 | $1.90 \times 10^{-8}$ | 4.00 | $2.44 \times 10^{-7}$ | 4.00 | $2.45 \times 10^{-7}$ | 4.00 |  |

Table 4.7: Estimated errors for function $k_{4}$, and NCOs with different values of $n$.

| $\boldsymbol{n}$ | $\mathcal{E}_{\boldsymbol{n}}\left(\boldsymbol{k}_{\mathbf{3}}\right)$ | NCO | Method in [90] | NCO | Method in [84] | NCO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $9.41 \times 10^{-5}$ | -- | $3.25 \times 10^{-4}$ | -- | $3.83 \times 10^{-4}$ | -- |
| 16 | $7.70 \times 10^{-6}$ | 3.61 | $2.69 \times 10^{-5}$ | 3.59 | $3.16 \times 10^{-5}$ | 3.59 |
| 32 | $5.19 \times 10^{-7}$ | 3.88 | $1.95 \times 10^{-6}$ | 3.78 | $2.29 \times 10^{-6}$ | 3.79 |
| 64 | $3.06 \times 10^{-8}$ | 4.08 | $1.32 \times 10^{-7}$ | 3.88 | $1.54 \times 10^{-7}$ | 3.90 |

It is clear that the proposed scheme improves the results in the previous papers by at least two orders of magnitude. Consequently, in certain contexts, it is highly recommended to use splines that benefit from the features of both algebraic and hyperbolic functions instead of using only the features of algebraic ones.

### 4.4 Conclusions

Approximation from integral values represents a critical topic because of its extensive application in many different areas. This chapter considers a cubic Hermite spline interpolant reproducing linear polynomials and hyperbolic functions. The proposed interpolant is $C^{2}$ is everywhere and is defined from the value and the first derivative value at each knot of the partition. The function and derivative values are assumed to be unknowns, and then they are determined using the $C^{2}$ smoothness conditions and the mean integral values. The numerical results illustrate the excellent performance of the novel approximation scheme.

## Conclusion and perspectives

At the end of this work, we address the main results obtained in this thesis and then turn to the future. Indeed, some significant results have been established, but many questions remain. Therefore, we briefly discuss some potential areas for further research before outlining the contributions made in this work.

In this thesis, we have resolved a Hermie interpolation problem using the spaces $\Gamma=\{1, x, \sin x, \cos x\}$ and $\Gamma^{\prime}=\{1, x, \sinh x, \cosh x\}$, then we construct two cubic Hermite spline interpolants. Both interpolation schemes are $\mathcal{C}^{1}$ everywhere. The first scheme produces exactly linear polynomials and trigonometric functions, and the second produces exactly linear polynomials and hyperbolic functions. Next, we assume that the data $f_{i}^{1}$ are not given, and we implement a minimization strategy to estimate these interpolation parameters; this strategy is chosen in order to approximate the monotonicity of the data $f_{i}^{0}$.

We have proposed a $\mathcal{C}^{1}$ quadratic spline (AT) based on algebraic, trigonometric functions that preserve the monotonicity of the data. In the construction, additional knots are considered in each interval induced by the partition in a specific way to achieve the goal. The proposed method allows the user to adjust the location of the added knots in order to preserve the monotonicity of the data.

We would like to draw the reader's attention that in this study on monotonicitypreserving, only globally monotone data are considered (i.e., $f_{1}^{0}<f_{2}^{0}<\ldots<f_{n}^{0}$ ).

Approximation from integral values is an essential subject because of its numerous possible applications in various fields. This thesis focuses on a cubic Hermite spline interpolant that reproduces linear polynomials and hyperbolic functions. The proposed approximation scheme is $\mathcal{C}^{2}$ everywhere and is defined from the value and the first derivative value at each knot of the partition. The function and derivative values are assumed to be unknowns, and then they are determined using the $C^{2}$ smoothness conditions and the mean integral values. The numerical results illustrate the good performance of the novel approximation scheme. The construction used herein requires the resolution of a system of linear equations, which can be computationally expensive, especially when dealing with a large number of data.

Future work will address the issue of avoiding this limitation.

In future works, we hope to deal with comonotonicity-preserving methods based on AT and AH splines.
The Hemite basis defined in this work is not all positive. We expect in the following works to find a positive form of the Hermite basis to improve the numerical stability of the constructed schemes.
Another suggestion for further research is to extend the proposed numerical methods to the two dimensions using the tensor product.
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