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Abstract

In this thesis, we study the inverse source problem and controllability properties of some systems
governed by degenerate parabolic equations.

Concerning the inverse problem, in Chapter 2, we address the issue of retrieving, simultane-
ously, n source terms in a linear coupled degenerate parabolic system. Using a global Carleman
estimate with a single locally distributed observation, we derive a Lipschitz stability estimate in
determining the n source terms from local measurements of only one component of the system.

For the controllability issue, in Chapter 3, we establish the null controllability of a coupled
system of n > 2 degenerate parabolic equations involving singular potentials. First, under ap-
propriate assumptions on the coupling terms, the wellposedness issue is treated using semigroup
theory and some weighted inequalities of Hardy Poincaré’s type. Then, employing a Carleman
estimate with single internal observation, we prove the null controllability of the system with
a single distributed control. In Chapter 4, we deal with the control problem of a degenerate
parabolic equation with a memory term. We start by deriving the distributed null controllability
of a nonhomogeneous equation with regular solutions. Then, as a consequence, using the Kaku-
tani’s fixed point theorem, we deduce the null controllability property for the initial memory
problem.

Coming to the Chapter 5, we investigate the boundary controllability of some 2 x 2 degen-
erate parabolic systems. In particular, we provide necessary and sufficient conditions for the
approximate and null controllability of the system when a unique control force is exerted on
a part of the boundary through a Dirichlet condition. Finally, in Chapter 6, we analyze the
approximate and null controllability properties of a degenerate heat equation when a pointwise
control force acts on a single point inside the spatial domain. Our technique is essentially based
on a spectral analysis and the moment method.

Keywords: Inverse source problem, degenerate parabolic equation, degenerate/singular system,
controllability, observability, parabolic equation with memory, Carleman estimates, moment method,
minimal time.



Résumé

Dans cette these, nous étudions le probleme inverse de source et les propriétés de controlabilité
de quelques systemes gouvernés par des équations paraboliques dégénérées.

Concernant le probleme inverse, au Chapitre 2, nous abordons la question d’identification
simultanée de n termes sources dans un systeme parabolique linéaire dégénéré couplé. En util-
isant une estimation globale de type Carleman avec une seule observation localement distribuée,
nous dérivons un résultat de stabilité Lipschitzienne dans la détermination de n termes sources
a partir des mesures locales sur une seule composante du systeme.

Pour le probleme de la contrélabilité, au Chapitre 3, nous étudions la controlabilité a zéro
d’un systeme couplé de n > 2 équations paraboliques dégénérées faisant intervenir des poten-
tiels singuliers. Tout d’abord, sous des hypotheses adéquates sur les termes de couplage, la
question du caractere bien posé du probleme est abordée en utilisant la théorie des semigroupes
combinée par quelques inégalités de Hardy Poincaré. Ensuite, en employant une estimation
de Carleman avec une seule observation interne, nous démontrons la controlabilité a zéro du
systeme par un seul contréle distribué. Le Chapitre 4 traite un probleme de controle pour une
équation parabolique dégénérée avec terme mémoire. Dans un premier temps, nous établissons
la controlabilité a zéro d’une équation non-homogene dont les solutions sont régulieres. Ensuite,
en utilisant le théoreme du point fixe de Kakutani, nous déduisons la propriété de controlabilité
a zéro du probleme mémoire initiale.

Dans le Chapitre 5, nous étudions la controlabilité frontiere d’un systeme parabolique dégénéré.
En particulier, nous fournissons des conditions nécessaires et suffisantes pour la contrélabilité
approchée et a zéro lorsqu’une seule force de contréle est exercée sur une partie du bord au
moyen d’une condition de Dirichlet. Enfin, dans le Chapitre 6, nous étudions les propriétés de
controlabilité approchée et a zéro d'une équation de la chaleur dégénérée lorsqu’une force de
controle ponctuelle s’exerce en un seul point a I'intérieur du domaine spatial. Notre technique
est essentiellement basée sur une analyse spectrale ainsi que la méthode des moments.

Mots clés: Probleme inverse de source, équation parabolique dégénérée, systeme dégénéré/singulier,

équation parabolique avec mémoire, controlabilité a zéro, observabilité, estimations de Carleman, méthode

des moments, temps minimal.
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General introduction

Over the last three decades, the inverse problems have become the most rapidly developing
fields of modern science thanks to their substantial implications on mathematical modeling of
numerous problems coming from a variety of areas such as medicine, biology, ecology, industry
and from image processing for the restoration of blurred images.

In mathematical physics, the objective of solving a direct problem is to find an exact (or
approximate) functions that describe a physical process at all points of a given domain and all
instants of an interval of time (if the phenomenon is nonstationary). Conversely, the inverse
problem aims to find unknown quantities in governing model from partial information on the
solution of the direct problem. The given measurements (also called observation) represent
the data of the inverse problem, whereas the unknown is called the solution to the problem.
The additional information depends strongly on the model under study as well as the unknown
coefficient. Of course, these observations have to be realistic from a physical point of view;
for instance, in the usual situation, we do not have the complete information on the solutions
over the whole space time domain where the model evolves. However, this information is most
frequently stated as the specification of the value of the solution on a part of the boundary or
in a region inside the domain.

It is well known that most of the inverse problems are ill-posed or improperly posed in
the sense of Hadamard; hence they are more complicated to solve than the direct problems.
Mathematically speaking, this means that either the problem has many possible solutions, or
has no solution in the desired class, or the solution is unstable, that is to say; an arbitrarily
small perturbation in the data may lead to a sufficiently large error in the solution, which may
make the derived solution meaningless. Thus, in the analysis of inverse problems, three main
issues arise naturally, namely, stability, uniqueness and reconstruction of the unknown quantity.

In this work, we restrict ourselves to study stability and uniqueness problems. Concerning
the stability, we are interested in deriving the so-called stability estimates, that is, to find an
estimation of unknown source terms or coeflficients using partial measurements. On the other
hand, for the uniqueness issue, we establish whether the adopted extra observation data on the
solution may uniquely identify the unknown functions. The uniqueness and stability issues for
inverse problems has been the object of a vast number of publications. Quoting all these papers
is beyond the scope of this work. The reader interested in a complete introduction on this topic
can refer to the recent books [29, 70, 117, 126].

The fundamental tool we employ when trying to derive uniqueness and stability relies on the
so-called Carleman estimates. These are L? weighted energy estimates for the solutions of PDEs.
They were first introduced by T. Carleman [64] in 1939, for proving the uniqueness results for ill-
posed Cauchy problems. Since then, these estimates have been rapidly developed and their area
of application has gone beyond its original field: nowadays they play a peculiar role in the study
of inverse problems and controllability issues for PDEs [29, 55, 106, 115]. Originally, Carleman
estimates were first proposed in the theory of inverse problems, by Bukhgeim and Klibanov [46]
in 1981, for proving the conditional estimate of Hélder’s type for the classical heat equation;
their arguments were based on the use of local Carleman inequalities. Then, this result has been
improved in the recent paper [115] by Imanuvilov and Yamamoto (1998), obtaining unconditional
Lipschitz stability estimates, by means of global Carleman estimates. After these fundamental
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contributions to the study of inverse problems, there have been great articles appearing in
several dimensions of scope. The inverse problems of two coupled parabolic equations have been
established in numerous papers (see, e.g., [1, 32, 73, 74, 75, 76, 145, 163]). We refer to [29, 166]
for a more detailed survey concerning the applicability of Carleman estimates to the stability
of inverse problems. We underline the fact that all the papers mentioned above deal with the
nondegenerate setting. That is to say; the diffusion coefficients are uniformly coercive. In the
last two decades, a growing interest has been devoted to the study of degenerate parabolic
operators with degeneracy occurring at the boundary or in the interior of the space domain,
namely

Py =y — (ayg)z, =€ (0,1), (0.0.1)

with  a(zg) = 0, being z¢ € [0, 1].

For such models, inverse problems of a scalar equation were studied in [37, 55, 63, 154, 155].
The main result in these works is the development of adequate Carleman estimates, which are
a crucial tool to obtain Lipschitz stability for term sources, initial data, potentials and diffusion
coefficients. The case of coupled systems with two parabolic equations is considered in [38, 39].
In Chapter 2, we will extend the previous results to the context of a coupled system of n > 2
degenerate parabolic equations.

Another way to investigate evolution systems is to try to affect its evolution by employing
various external forces. In other words, to determine whether a system can behave precisely
according to our wishes (or in a manner arbitrarily close to it), via some quantities (called
”controls”) applied through actuators.

Mathematically speaking, a control problem can be written under the following abstract
form

dy

dt
where yg is the initial datum, y is the state of the system that we are willing to control; it belongs
to an appropriate state space H. On the other hand, u is the control function that lies in a
set of admissible controls U. To control system (0.0.2) means to find an appropriate function
u € U such that the associated solution can be steered from a given initial state to an arbitrary
target in a finite time: this is controllability, one of the central notions in this thesis. The system
(0.0.2) is said to be ezxactly controllable when any desired state of H can be achieved from any
initial datum in an arbitrary finite time T° > 0. In a particular case, if the state of this system
can be steered to the equilibrium, then we speak of null controllability. Then, the system has
approximate controllability property if, from any initial datum, the system can be driven to a
state arbitrary close to the prescribed target. Finally, the controllability to trajectories ensures
that every trajectory (i.e. the value at the final time of a solution of the uncontrolled equation)
can be achieved from any initial state yg. See Section 1.4 in Chapter 1 for more details.

Now, let us briefly review some existing results concerning the controllability of parabolic
systems. We focus on those results that are very much connected with the topics of this work.

The controllability of scalar and non-scalar uniformly parabolic systems has attracted the
interest of many researchers and important progress has been made during the last decades. To
our best knowledge, the first results on the controllability of the scalar equation, date back by
about half a century, concerns the one-dimensional heat equation. They have been established
by H.O. Fattorini and D.L. Russell (see [86, 87]) through the so-called moment method (for more
details, see Subsection 1.4.3.2 in Chapter 1 of this thesis). Later on, the null controllability prob-
lem for parabolic equation (with both boundary and distributed controls) has been established
independently by Lebeau and Robbiano [129] and Fursikov and Imanuvilov [106] in arbitrary
space dimensions via Carleman estimates. Also, controllability of degenerate parabolic equa-
tions has been investigated by many authors in the last years. Let us mention the pioneering

F(y,u), t>0,  y(0) = yo, (0.0.2)
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work [56], where the authors prove that the degenerate equation
up — (x%ugz), =0, x € (0,1), (0.0.3)

with suitable boundary conditions, is null controllable by means of distributed controls or bound-
ary controls (located at the non degenerate point) whenever « € [0,2). Their approach consists
in deriving suitable observability estimate for the adjoint system through new Carleman esti-
mates. On the contrary, the null controllability fails to hold when the aforementioned condition
on « is violated (i.e. when a > 2), see [57]. After those first results, several other works ap-
peared extending them in various situations, such as problems involving a more general diffusion
coefficient and nondivergence form operators, see [5, 52, 55, 63, 104]. To our best knowledge, the
question of controllability of (0.0.3) via an internal control supported on a single point inside
the space domain, has not been addressed. This will be the subject of Chapter 6 of this work.

We remark the fact that all the papers cited above, consider the case where the degener-
acy occurs at the boundary of the space domain. To our knowledge, [104, 105] are the first
works dealing with controllability for operators with mere degeneracy at the interior of the
space domain. Later on, parabolic operators that couples a degenerate diffusion coefficient with
a singular potential has been considered in numerous works, obtaining substantial progress.
Among these papers, we mention [95, 96, 101, 103], where the authors obtain results concerning
well-posednessn, Carleman estimates and controllability.

Coming to the point of control of non-scalar systems, it is by now well understood to the
control community that, the controllability of coupled systems with a low number of controls,
is a challenging issue. We mention [15, 16, 22, 107, 79] among some very initial works on the
distributed controllability problems for coupled parabolic systems. In particular, in [14, 18] the
authors provide a necessary and sufficient condition (more precisely a Kalman rank condition) for
the distributed null-controllability of n x n parabolic systems. It is also worth mentioning [108],
where the authors studied the distributed null-controllability of the so-called cascade system of
n > 1 coupled parabolic equations with a single control force. The extension of such results to
the context of a degenerate/singular cascade system will be the subject of Chapter 3.

Further, concerning the boundary control problem, we must say that the boundary con-
trollability of non-scalar systems (with less number of controls) are fascinating and challenging
problems in the field of control theory. This is mainly due to the fact that the very powerful
Carleman approach is often inefficient in this framework. There are only a few results on this
setting and most of them concern the one-dimensional case with constant coefficients. We refer
to [17, 88], where a necessary and sufficient condition is exhibited. In Chapter 6, as in the
papers above, we will discuss the boundary controllability properties of a coupled system of two
degenerate parabolic equations.

On the other hand, it should be noted that, in all the papers quoted so far, the considered
systems have the property that the mathematical-physical description of their state at a given
instant is affected only by its current state. However, in various fields of science and engineering
such as in the heat conduction in materials with memory, the theory of population dynamics
and nuclear dynamics reactors (see, e.g., [120, 128, 165, 169]), it is essential to take into account
the effect of the past story while describing the system as a function at a given point of time.

For instance, in the analysis of space-time-dependent reactor dynamics, if the effect of the
linear temperature is taken into account and the reactor model is considered as an infinite rod,
then the group neutron flux z := z(¢,x) and the temperature w := w(¢, z) in the reactor can be
formulated as a coupled parabolic-ODE system (see, e.g., [121, 128]):

{ &t — (a(x)zx)a: = (’71“} + 72— 1)2]02:,

t R
pywr = Y3342, >0, zeR,

where a is the diffusion coefficient and v, ¥f, ¥4, v (¢ = 1,2,3) are physical quantities. By
integrating the ODE equation over (0,t) and plugging it into the first equation, we obtain a
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parabolic equation involving nonlinear memory term:
t
Yyt — (a(2)ys )z + by/ y(r,z)dr+cy=0, t>0, zeR, (0.0.4)
0

where b, ¢ are constants depending on the initial temperature and different physical parameters.
In this thesis, more precisely in Chapter 4, we consider a degenerate linear version of (0.0.4)
with a more general zero order memory, namely

yr — (a(2)yz)z = /b(t,s,x)y(s,x) ds+ 1,u (t,z) € (0,T) x (0,1),
0

y(O,.%') - y()(.%'), (S (07 1)7
under appropriate boundary conditions, with 7" > 0 and a > 0 in [0, 1]. We aim to establish the
null controllability property for such a model. We emphasize that significant difficulties arise
from both the degeneracy of the diffusion coefficient as well as the particular form of the memory
term. This makes the problem under investigation exciting and completely different from the
existing works (see e.g., [76, 110, 153]).

Apart from this introduction, this thesis consists of six chapters:

e Chapter 1: We review the main concepts and results related to the notions of inverse
problem and controllability. We focus on those aspects that will be used in the sequel.

e Chapter 2: We deal with the analysis of an inverse source problem for a coupled system
of n degenerate parabolic equations. In particular, we investigate stability estimate of
Lipschitz type in recovering the n source terms in such a system from the data of only a
single component of the vector solution on an arbitrary interior domain. The proof of this
result is mainly based on appropriate Carleman estimates with a unique local observation.

e Chapter 3: We consider a coupled system of n > 2 degenerate/singular parabolic equa-
tions, with degeneracy and singularity occurring in the interior of the space domain. First,
we provide conditions guaranteeing that the system under study is well-posed in appropri-
ate weighted Hilbert spaces. Then, the null controllability result, with a single control, is
proved by duality argument by means of an observability inequality for the adjoint system.

e Chapter 4: We establish the null controllability of a degenerate parabolic equation involv-
ing a memory term, under the action of a distributed control. Using appropriate Carleman
estimates, we prove the null controllability of an equation with source term. Then, the
controllability result for the memory system is obtained under a suitable assumption on
the memory kernel, via a classical fixed point argument.

e Chapter 5: Controllability properties of some 2 x 2 coupled degenerate parabolic sys-
tems with a constant coupling matrix when a scalar control force is exerted on a part of
the boundary of the spatial domain is studied. In particular, we provide necessary and
sufficient conditions for the null and approximate controllability. Our approach is based
on spectral analysis and the moment method.

e Chapter 6: We study the controllability properties of degenerate heat equation when a
control force acts on a single point in the interior of the space domain. We discuss both
approximate and null controllability. We give a necessary and sufficient condition for the
approximate controllability. On the other hand, we show that a minimal time of pointwise
null controllability arises. The fundamental ingredient for deriving these results is the
moment method.

A final comments on the notation: by @ we shall denote the square (0,7") x (0,1), and by
C, Cr universal positive constant, which are allowed to vary from line to line.
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Main contents of the thesis

In this thesis, we are interested in inverse source problem and controllability properties of some
systems governed by degenerate parabolic equations.

In the following, we present a preliminary survey of the contents of each chapter, introducing
the main results that we achieved with more details.

Chapter 2: Inverse problem for degenerate coupled systems

In this chapter, we analyze the simultaneous identification of n source terms f1,--- , f, in the
following degenerate coupled parabolic system

( 2
o1 — di(a(z)y1z)e + Z bijy; = fi, (t,x) €Q,
ng
Oz — do(a(@)yar)e + Y bojy; = fa,  (t1) € Q,
=1 (0.0.5)

Ot — dn(a(2)Yna)a + D bnj¥s = fn,  (£,7) € Q,

j=1
\ y1(0,x) = y(l)(‘r)’ "'7yn(07x) = yg(‘r)v T e (07 1)7

associated to appropriate boundary conditions and where (yg)lgkgn € L?(0,1)", the potentials
b € L=(Q) (1 < k,j < n), the diffusion coefficient a vanishes at = 0 (i.e., a(0) = 0) and
satisfies suitable assumptions.

In particular, we are interested in solving the following problem: is it possible to retrieve the
source terms fi,..., f from a reduced number of interior observations of the vector solution on
a subregion w of (0,1)?

The key ingredient relies on suitable Carleman estimates for (0.0.5) with a reduced number
of locally distributed observations.

In this purpose, we consider ¢y € (0,7") and denote

T+ tg

Qty := (t0, T) x (0,1), wy, = (to,T) x w, T := 5

Then, as a first step, we derive a new Carleman inequality with a locally distributed observation
for a single degenerate equation, and hence, a Carleman estimate for the coupled system (0.0.5)
by means of n components of the vector solution localized in w,’io = (to,T) x ', with ' € w, of
the form:

n n

d Tk <CY ( //
= k=1 @

f2e*® da dt + // s03y2e?® dx dt), (0.0.6)
k=1 “io

to

for all s > s (sp being a suitable large constant), where 6(¢) is a smooth function, going to +oco
at t = 0,7 , and ¢, ® are appropriate negative functions going to —oo at t = 0,7". Here

a(x)

Major steps in the proof of the previous inequality are based, in particular, on the following
Hardy-Poincaré type inequality:

1 2
JI(y) = // (Eyf + 502 [nyly? + sba(x)y? + S393Ly2) e*? dx dt.
to

X

Uola 1
/ %y%:r) dzx < C’Hp/ a(z)y?(z) dz.
0 0
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Note that, the estimate (0.0.6) could be used to prove Lipschitz stability in determining all the
source terms in (0.0.5) from interior measurements of all components of the solution. However,
thanks to the cascade structure of the considered system, i.e., by; =0 (1 <k <n, k+1 < j <n),
we can eliminate n — 1 local terms in the right hand side of (0.0.6). More precisely, we can prove
that the following holds:

ZJ Ui <C Z// SRR f2e2sn dwdt+// y? dxdt (0.0.7)
Wt

for some positive constant R, under the following assumption on the coupling terms
supp(br—1x) Nwy, #0, Vk:2 <k <n. (0.0.8)

Here, @ (1 < k < n) is an appropriate weight function satisfying ®; — —oo at ¢t = 0,7". Next,
let Cy > 0, we define

S(Co) :={f € H'(0,T; L*(0,1)) : | fi(t,x)| < Co|f(T',z)]|, for almost all (t,z) € Q}.

Hence, taking the above Carleman estimate into account, and following the approach introduced
by Imanuvilov and Yamamoto [115], for all fi, € S(Cp) (1 < k < n), we derive a stability estimate
of the form:

Z ”fk”%,?(Q) < C(Z (@Y ) (T", ')||%2(o,1) + ||3Jl”%2(wt0) + ||ylt\|%2(wt0)>, (0.0.9)
k=1 k=1

where C is a positive constant independent of these source terms.
Furthermore, if we restrict ourselves to the case where the source terms take the form

fk(t>x) = gk(x)rk(tv l’), Vk:1<k<n,
where r, € C1([0,7]x [0, 1]) are given smooth functions and g, € L*(0,1) the unknown functions,
then the uniqueness result follows as a direct consequence of (0.0.9).

Chapter 3: Controllability of degenerate/singular cascade systems

Let n > 1 and w be an arbitrary nonempty open set of (0,1). We consider the following coupled
system of n degenerate/singular parabolic equations, where only the first equation is controlled:

n

A1j
atyl —dy (a(x)ylm)x - Z Ky] + Zaljy] =wvly, (t,:L’) €Q,

] 1
th2 — d2 sz x Z sz Y + ZCQ]Z/] =0, (t,$) & Qv
(0010)
8tyn - n ynx T Z bn] yj + Zanjy] =0, (t7$) €Q,

yk(tv 0) - yk( 71) - 07 1 < k <n, (OvT)7
yr(0,z) = yg(x), 1<k<n, =zc¢c (0,1),

where d, > 0, 1 < k < n, A\ > 0, ar; € L=(Q) (1 < k,j < n), the coefficients a, by,
1 < k,j < n are positives, vanishes at the same interior point z € (0, 1) and satisfying suitable
assumptions near this point, (y9,---,42) € L*(0,1)" is the initial condition and v € L*(Q) is
the scalar control force.
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The first object of this chapter is to study the well-posedness of the coupled system (0.0.10)
through the semigroup theory and the following improved Hardy-Poincaré inequality

1 L2 1
dk/ ay? dx — Akk/ —dx > Ak/ ay? dx (0.0.11)
0 0 brk 0

in a suitable weighted Hilbert space, for some constants Ag € (0, dy].

Our second aim is to analyze the indirect null controllability property of the degenerate/singular
parabolic system (0.0.10), that is, to control all the equations in (0.0.10) by means of one con-
trol force, with the hope that one can act indirectly on the uncontrolled equations thanks to the
coupling terms ay ; and by;. In particular, our main result is the following.

Theorem 0.0.1. Suppose that the coupling terms ay ;j and by; and the constants A\ satisfy
appropriate assumptions. Then, given (y?,---,4y°) € L*(0,1)", there exists a control function
v € L*(Q) such that the corresponding solution to (0.0.10) satisfies

ye(T,-) =01in (0,1), Vk: 1 < k <n. (0.0.12)

The main idea of the proof of Theorem 0.0.1 consists in deriving an appropriate Carleman es-
timate (with one locally distributed observation) for any solution Z = (2x)1<k<n of the following
adjoint system

k+1 Ak k+1
Ouzk + di(a(@)2ka)e + D ﬁzj =) ajz =0, (tz)€Q,
j=k—1 "7 =1 (0.0.13)
Zk(t,()) =0, Zk(t, 1) =0, te (O,T),
(T, x) = 2 (x), € (0,1),
where z,z € L*(0,1) and 1 < k < n and deduce an observability inequality, of the form
1Z(0,)]132 (01 < CT// 22(t, x)dx dt, (0.0.14)
’ (0,T)xw

for a positive constant C'r > 0 depending only on 7" and w.

The estimate (0.0.14) is often also referred to as indirect observability since it provides a
quantitative estimate of the total energy for the adjoint system at ¢ = 0 in terms of the observed
quantity of only one component, by means of the observability constant Cyp.

Let us now briefly explain the main steps of the proof strategy of the observability inequality
(0.0.14). We are going to proceed in three steps.

Step 1. We prove a Carleman inequality with n locally distributed observations, in a sub-
region w’ € w of the following form

n n
ZI(zk) < CZ // 520%22e25® dx dt, (0.0.15)
k=1 k=1 (0.T)x’

where

— 2 3 3(95—530)2 2\ 2sp
I(zx) == sba(x)zi, + s°0° ————zj, |e**? dz dt,
Q a(z)

for all s > s (sp being a suitable constant), where 0(t), ®(¢,z) and (¢, x) are suitable weight
functions.

The presence of the degeneracy and singularity, in the considered problem, at the same
time generates significant difficulties in the proof of (0.0.15). Thus, a convenient choice of the
weight functions @, ¢, which bring some correction to the degeneracy /singularity, combined with
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an appropriate application of the standard cut-off argument and the following Hardy-Poincaré
inequality

L2 1
/ “—dx < C’k/ ay? dz (0.0.16)
0 bkk 0

for some constants C* > 0, will be the key ingredients in order overcome these difficulties.

Notice that, the estimate (0.0.15) could be used to derive the null controllability result of
(0.0.10) via n control forces. However, in practice, it is worthwhile to control the n components
of the system via a low number of controls and the best would be to do it by a single one.

Step 2. We try to reduce the number of the local observations in the right hand side of (0.0.15)
so that we get a Carleman inequality with single observation in the control zone (0,7") x w, of
the form

> I(z) < C// 22 da dt. (0.0.17)
1 (0,7)xw

The main technical tool for obtaining this result will be the following inequality

k+1 k—1
1
Ty (1, By 2) < 2> T(zp) + C’k(l + g) 3 ol @11, 7)), (0.0.18)
j=k J=1

for some constants /,/; > 0 and a sufficiently small ¢ with w) € wy € w’ € w and

Ju(d, ¢, 2) == sd/ 0922e%5¢ dx dt

w

which is valid under a technical condition on the coupling terms. More precisely, (0.0.18) holds
true provided that the support of the coupling terms

Akk—1
bik—1

—Qrg—1 + Vk € {2, e ,n}

intersect the control domain (0, 7).

Step 3. Finally, employing the Carleman inequality (0.0.17) together with some energy es-
timates, we obtain the observability inequality (0.0.14), which yields the indirect null controlla-
bility result for the coupled degenerate/singular system (0.0.10) by means of standard duality
arguments (see Proposition 1.4.1 in Chapter 1).

Chapter 4: Controllability of degenerate equation with memory

The purpose of this chapter is to study the null controllability property of the following degen-
erate parabolic equation with memory

t
Yt — (a($)yx)x = /b(ta S, x)y(s,x) ds + 1yu (t’x) € Q’ (0.0.19)
0

y(07x) = yo(x), S (07 1)7

with suitable boundary conditions. Here v = wv(z,t) is a locally distributed control which is
acting on the system at a small set w C (0,1), y = y(x,t) is the state and yg is any given initial
condition and the function a is the diffusion coefficient and we assume that it depends on the
space variable x and degenerates at the boundary of the state space.
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We are going to prove that, if the kernel b has an exponential decay at the end of the time
horizon [0,T], then, the system (0.0.19) is null controllable, i.e., for any yo € L*(0,1), there
exists a control function v € L*(Q), such that the solution of (0.0.19) fulfills

y(Tv ) =0 in (07 1)
More precisely, the main result of this chapter reads as follows:

Theorem 0.0.2. Let T > 0, k > 0 and assume that b satisfies

(T — )%™ 07 h € L°((0,T) x Q), (0.0.20)

for some constant C > 0. Then, for any yo € L?(0,1), there exists u € L*(Q) such that the
associated solution y of (0.0.19) satisfies

y(T,-)=0 in (0,1).

A common strategy to show null controllability for a linear parabolic equation is based
on proving an observability inequality for the associated adjoint system through appropriate
Carleman estimates. Nevertheless, the usual Carleman inequalities do not seem to be appropriate
for studying the controllability problem for integro-differential equations like (0.0.19), since the
memory terms cannot be controlled by the local estimates. Therefore, to overcome this difficulty,
we shall introduce a nonhomogeneous degenerate parabolic equation

v — (a(@)ye)e = f +1lou  (t,2) €Q,
{ y(0,2) = yo(x), z € (0,1), (0.0.21)

with f € LQ(Q), for which we prove the null controllability result via new Carleman estimates
with a weight time function that do not blow up at ¢ = 0. Finally, a fixed point argument is
successfully applicable in an appropriate weighted space to deduce the null controllability result
for the initial system (0.0.19), under a convenient condition on the kernel b.

Let us now briefly discuss the main steps of the proof of Theorem 0.0.2. We proceed in
several steps:
Step 1. Modified Carleman estimate.

We derive a new Carleman estimate with weight time function not exploding at the initial
time ¢ = 0. More precisely, we will prove that the following inequality holds:

Jo(0)]2 0.1, + //Q (sB)"0%e>® da dt

< C(//Q(Sﬁ)kQZeQSU dx dt + //Q (sB)*+302e2s0 dxdt) (0.0.22)

for all £k > 0 and all s > s¢ (so being a large constant). Here 3 is a smooth time function, going
to 400 at t =T and ®, o are appropriate negative time-space functions going to —oco at t =T

The above estimate follows from a combination of the usual Carleman inequality for the
degenerate parabolic equation and some energy estimates for the system (0.0.21).

Step 2. Null controllability for (0.0.21)

Following the classical approach, introduced in [106], with the modified Carleman estimate
in the previous step, we can derive a null controllability result for (0.0.21). Nevertheless, as in
the classical case [153], this result is not sufficient to obtain the controllability of the integro-
differential equation (0.0.19).

To our purpose, we will need to prove the null controllability for (0.0.21) with more regular
state. To this end, we introduce the following weighted space:

B, = {y solution of (0.0.21):  (sB) /27y € L*(Q)}.
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Note that, if y € E,j, then
// (sB) ke~ 29y dadt < +oc.
Q

Since the weight o decay to 0 as t — T, the boundedness of the above integral implies
y(T,-) =0 1in (0,1).
More precisely, the main result of this step is the following.

Theorem 0.0.3. Let T > 0 and k > 0. Assume (s8)"*/2e=*® f € L*(Q) with s > sy. Then, for
any yo € HL(0,1), there exists u € L*(Q) such that the associated solution y of system (0.0.21)
belongs to F .

Moreover, there ezists a positive constant C' such that the couple (y,u) satisfies

//Q(sﬁ)_ke_2s"y2 dx dt + // ) (sﬂ)_(k+3)e_2s"u2 dxdt
< C’< //Q(sﬁ)_ke_%q’f2 dx dt + /01 va dx) : (0.0.23)

Here H ; (0,1) is a suitable weighted Sobolev space to be specified later on.

Step 3. Null controllability for an intermediate system

Let w € Egpp = {w € Egy, : H(sﬂ)*k/ze*”wHLg(Q) < R}, where R > 0 is an arbitrary
constant.

As an immediate consequence of the result in the previous step, one can deduce that the
following system is null controllable

i — (al@)ye)s = /b(t, s,x)w(s, @) ds +lou  (t,7) € Q, (0.0.24)
0

y(0,2) = yo(x), x € (0,1).
More precisely, one has.

Proposition 0.0.1. Let T > 0 and k > 0. Assume that the memory kernel b satisfies (0.0.20).
Then, for allw € Eq r and for any yo € H(0,1), there exists u € L*(Q) such that the associated
solution y of system (0.0.24) belongs to Es .

Step 4. Conclusion. By Proposition 0.0.1 and the Kakutani’s fixed point theorem, we can
deduce the null controllability of the memory system (0.0.19) with regular initial data. Then,
by means of a standard argument, we can extend this result to the case of initial conditions of
L*(0,1).

Remark 1. It is worth mentioning that, from the results in Guerrero and Imanuvilov [110], it
seems that the null controllability property of parabolic equations with memory may fail without
any additional conditions on the kernel. On the other hand, observe that the condition (0.0.20)
just restricts the function b very near T, which is due to the fact that the weight function 8 in
the Carleman estimate (0.0.23) blows up at t = T
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Chapter 5: Boundary controllability for coupled degenerate systems

This chapter deals with the analysis of boundary controllability properties of the following
degenerate coupled parabolic system

Oty — (2%q)e = Ay, in Q,
y(t, 1) = Bo(t), in (0, T),
t = < 1
y(t,0) =0, 0<ac< Le(0,T), (0.0.25)
2%y, (t,0) =0, 1<a<?2
y(ov x) = yo(%), in (07 1)7

where 0 < a < 2, A € L(R?) and B € R? are given, v = v(t) is the control function and
y = (y1,y2)" is the state of the system.

It is known that, the boundary controllability result for a scalar degenerate parabolic equa-
tion (with a control acting at the extremity = = 1) can be easily derived from the corresponding
distributed controllability (with a control supported on a small open set inside the domain) and
vice versa. Similarly, when we exert two boundary controls, the system is null controllable at
any time T' > 0. Nevertheless, we will see that the situation is completely different in the case
where we exert only one boundary control on the system. More precisely, the distributed and
boundary controllability properties of coupled system (0.0.25) are not equivalent.

We recall that, the null controllability of the following controlled system

{ aty - (xayx)x = Ay + Blyv, in @Q,

y(0,2) = yo € L*(0,1), in (0, 1), (0.0.26)

with the same boundary conditions as in (0.0.25), holds if and only if the following algebraic
Kalman’s rank condition

rank[B|AB] = 2, (0.0.27)

is fulfilled (see, for instance, [84]).
Besides, we will prove that, unlike for system (0.0.26), the condition (0.0.27) is necessary
but not sufficient for the null controllability of system (0.0.25).
To this purpose, let us first introduce the following notations:
11—« 2 -«

Va:2—a and Ko = 5

> 0,

where (j,,, k)k>1 is the sequence of the zeros of Bessel functions of the first kind of order v, (for
a precise definition, see Subsection 5.3.1 in Chapter 5). Hence, the main result of this chapter
will be the following;:

Theorem 0.0.4. Let uy and pg the eigenvalues of the matriz A. Then, system (0.0.25) is null
controllable at time T > 0 if and only if (0.0.27) holds and

Ke(Gom —do ) # 2 —m, Yn,l €N, with n#l.

We emphasize that, as we have mentioned before, unlike the distributed controllability,
Carleman estimates for the associated adjoint system to (0.0.25) do not seem to works when
dealing with the boundary null controllability issue.

Furthermore, we will show that, the null boundary controllability property for system (0.0.25)
is equivalent to the corresponding approximate controllability.
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Chapter 6: Pointwise controllability of degenerate heat equation

In this chapter, we consider the following controlled degenerate heat equation

(xay:c)x = (51,2)(75), (t,.’L‘) € Q7
(t7 1) = O’ t G (07 T)?
< 1
y(t,0)=0, 0<a< e O.T), (0.0.28)
xayx(t,O)—O 1<a<?2
y(O,x) - y0($)7 T € (Oa 1)7

where 0 < a < 1, yo € L?*(0,1) and v(t) is the control function which acts on a single point
b e (0,1). We aim to investigate controllability properties for system (0.0.28).
To this, with the same notations as above, we define the following set:

. 1
S, = {(,].Va,k):m’ n> k> 1}.
Jva,n

In the first main result of this work, we provide a necessary and sufficient condition for the
approximate controllability of problem (0.0.28). One has.

Theorem 0.0.5. Fquation (0.0.28) is approximately controllable at time T > 0 if and only if
b ¢ Sy, (0.0.29)

Theorem 0.0.5 will be proved through the classical method (see Proposition 1.4.12 in Chapter
1). In particular, it relies on the validity of the following unique continuation property

o(,b)=0 on (0,7)=9o=0 in (0,1),

for all solutions of the associated adjoint problem

Yt + (ﬂfa%:)x =0, (tv x) €Q,
go(t, 1) =0, te (O,T),
t,0) =0, 0<ax<x1 .0.
%py(t,0) =0, 1<a<?2
SO(Tv CL’) = 900(‘%)7 T € (Oa 1)a

This property, in turn, will be established employing a spectral approach.
Let us now present the pointwise null controllability result for the system (0.0.28). This is
the second main achievement in this chapter. It reads as follows.

Theorem 0.0.6. Let yo € L*(0,1) and assume that condition (0.0.29) holds. Let us define

P00 — i sup (P D))
k— 400 Avak
Then, given T' > 0, one has:
1. If T > T (b, ), the equation (0.0.28) is null controllable at time T.
2. If T < T(b,«), the equation (0.0.28) is not null controllable at time T.

The first point in Theorem 0.0.6 will be achieved via moment method, whereas for the second
point, we proceed by duality arguments (see Proposition 1.4.1 in Chapter 1). In particular, we
will show that, when T' < T'(b, &) the observability inequality

T
(0, )21y < C /0 o(t,b)2 dt,
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fails to hold.

From Theorem 0.0.6, we deduce that system (0.0.28) has a null controllability minimal time
T'(b, &) which strongly depends on the control position b and on the rate of the degeneracy «.
At this stage, the following question automatically arise: given T* € [0, +oc], does there exist
a € [0,2) and b € (0,1) fulfilling (0.0.29) and such that T'(b,«r) = T ? This is an interesting
and probably difficult open question that we shall discuss in the last part of this thesis.



Chapter 1

Preliminaries

This chapter is outlined as follows: In Section 1.1, we introduce some fundamental results con-
cerning the semigroup operators. Then, we present some results on existence and uniqueness for
nonhomogeneous abstract Cauchy problems. In Section 1.2, we provide a brief introduction on
parabolic operators involving degenerate diffusion coefficients and singular potentials. Notably,
in a first part, we focus on degenerate operators. Then, we develop a quick discussion on the
operators that couple degeneracy and singularity. Next, Section 1.3 is concerned with the inverse
problems for degenerate parabolic equations. In particular, we show how Carleman estimates
could be used to prove Lipschitz stability estimate in recovering a source term in the problem
under consideration, and then we comment on the inverse diffusion constant issue. Finally, in
Section 1.4, we recall some fundamental results on controllability of linear differential systems.
We begin by introducing various variants, such as, exact, approximate, null controllability and
controllability to trajectories, and its reciprocal relations. Then, we present, in details, the issues
of distributed and boundary controls of scalar parabolic equations.

1.1 Semigroup operators and abstract Cauchy problem

In this section, we recall some well known results on semigroup theory. We shall focus on
those aspects which are useful for the next chapters. For more details and advanced results, see
[19, 65, 72].

Throughout this section, H denotes a real Hilbert space with the inner product (-,-) and the
corresponding norm || - ||.

1.1.1 Semigroup operators

We begin by stating some basic definitions and properties.

Definition 1.1.1. A linear unbounded operator in H is a pair (A, D(A)), where D(A) is a
linear subspace of H and A is a linear mapping D(A) — H.

Here D(A) is called the domain of A.
Definition 1.1.2. 1. An operator A is said to be dissipative if
(Au,u) <0, (1.1.1)
for all w € D(A).
2. A is said to be maximal dissipative if

(1) A is dissipative;

14
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(7i) for all A > 0 and all f € H, there exists u € D(A) such that u — Mu = f; i.e.,
(I — MA) is surjective VA > 0.

Definition 1.1.3. The adjoint A* of A is the linear operator
A*:DA")CH— H
A

where
DAY ={ueH: 3c>0,VYve DA, [(Av,u)| <c|v|}.

Definition 1.1.4. Let A: D(A) C H — H be a linear operator such that D(A) = H and let
A" be the adjoint operator of A. Then, A is said to be self-adjoint if

D(A*) = D(A), and A= A"

Theorem 1.1.1. [65, Corollary 2.4.8] If A is a self-adjoint dissipative operator, then A is
maximal dissipative.

Now, we are going to present some recent results on the semigroup operators. First, we begin
by recalling the following definitions.

Definition 1.1.5. A family (7'(¢)):>0 of bounded linear operators from H into H is a strongly
continuous semigroup (or simply Cy-semigroup) on H provided that

(i) T(0) = I
(i) T(s+t) =T(s)T(t), for everyt,s>0;
(#47) lim T'(t)u =u, Yu € H (strong continuity).
t—0t
Definition 1.1.6. A semigroup of contractions is a Cp-semigroup satisfying
T <1, Vt>0.
Definition 1.1.7. The linear operator A defined by

T —
D(A) := {u € H: lim () = u exists}
t—0+
and (s
Au = lim m, for uw € D(A),
t—0+ t

is called the infinitesimal generator (or simply generator) of the semigroup 7.

The next theorem due to R.S. Phillips characterizes generators of Cy-semigroups of contrac-
tions in terms of maximal dissipativity.

Theorem 1.1.2. [19, Theorem 2.8] Let A : D(A) C H — H be a linear operator. Then, the
following properties are equivalents:

o A is the infinitesimal generator of a Cy-semigroup of contractions;
e A is maximal dissipative;

o A" is mazimal dissipative.
We end this section by the following result.

Theorem 1.1.3. Let A be a maximal dissipative self-adjoint operator, then A generates an
analytic semigroup on H.

For a precise definition and more properties on analytic semigroup we refer to [83, Chapter
I1].
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1.1.2 Abstract Cauchy problem

Consider the following nonhomogeneous Cauchy problem

d?;f) = Ay(t) + f(t), te(0,T) (CP)

y(0) = o,

where f : [0,T[— H. Throughout this subsection, we assume that A is the infinitesimal generator
of a Cyp-semigroup (T'(t))>0-

Definition 1.1.8. Assume that yo € H and f € LP(0,T; H). A function y : [0,7[— H is said
to be:

i) a classical solution of (CP) on [0,T] if y € C([0,T]; D(A))NC'([0,T]; H) and satisfies (CP)
on [0,T7.

1) a mild solution if y € C([0,T]; H) fulfills
t
y(t) = T(t)yo +/ T(t—r7)f(r)dr, Ytel0,T].
0

iii) a strong solution if y € LP(0,T; D(A)) N WHP(0,T; H) and fulfills (CP) for a.e. t € [0, T].
Thus, the next well-posedness result holds thanks to the standard theory of semigroups.
Proposition 1.1.1. [3/, Proposition 3.3 & 3.8/

i) For all f € HY(0,T;H) and all yo € D(A), the problem (CP) admits a unique classical
solution

y € C([0,T]; D(A) N CY([0,T]; H). (1.1.2)

ii) For all f € L*(0,T; H) and all y € [D(A), H], /2, the problem (CP) admits a unique strong
solution y € H*(0,T; H) N L*(0,T; D(A)).

iii) If moreover, we assume that A generates an analytic semigroup. Then, for all f € L*(0,T; H)
and all yo € H, the problem (CP) has a unique mild solution

y € C([0,T]; H) N L*(0,T;[D(A), H]1 2)
satisfying: for all e € (0,T),

ye L* (e, T; D(A)NH e, T; H). (1.1.3)

Here [D(A), H]; /o denotes the intermediate space between H and the domain D(A). For
instance, [H*(0,1) N H(0,1), L*(0,1)]; 5 = Hy(0,1)

Remark 2. If f € H'(0,T; H) and yo € H, by virtue of (1.1.2) and (1.1.3), it comes that the
associated unique solution to (CP) belongs to

y € C([e,T); D(A) N CY([e, T); H). (1.1.4)
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1.2 On the degenerate and singular parabolic operators

1.2.1 Degenerate parabolic operator

Many problems that are relevant for applications are modeled by means of parabolic equations
involving a diffusion coefficient that degenerates (i.e., loses the uniform ellipticity) at some
points of the spatial domain. We refer the interested readers to [45, 151] for a motivating
example arising in climatology, coming from the so called Energy Balance models, describing
the role played by continental and oceanic areas of ice on the evolution of the climate. Other
interesting contexts where the degenerate parabolic operators arise concern fluid dynamics, such
as the so called ”Crocco equation”[143], coming from the study of the velocity field of a laminar
flow on a flat plate.
Let us consider the following linear degenerate parabolic operator

Py :=y — (ay.)z, =€ (0,1), (1.2.1)

where the function a degenerates at the point z = 0 (i.e., a(0) = 0) and fulfills the following
hypotheses:

Hypothesis 1.2.1. Weakly degenerate (WD). The function a € C([0,1])NC*((0, 1]) is such
1

that a(0) =0, a > 0 in (0,1] and — € L'(0, 1).
a

Hypothesis 1.2.2. Strongly degenerate (SD). The function a € C'([0,1]) is such that

1
a(0) =0, a > 0in (0,1] and NG e LY(0,1).

Example 1.2.1. A standard example of function fulfilling the Hypotheses 1.2.1 and 1.2.2 is

a(z) =z%, fora€|0,2). (1.2.2)

1.2.1.1 Function spaces and well-posedness

We begin by recalling the definition of some appropriate weighted Sobolev spaces. The reader is
referred to [5] for more details on these spaces. First of all, we denote by H.(0,1) the following
space:

H(0,1) = {y e L2(0,1) N H,((0,1]) : vays € L0, 1)}.

o (WD) case:
H(0,1) = {y € HY(0.1)] (1) = y(0) = 0}
and
H2(0,1) := {y e H0,1)| ay. € H'(0, 1)};
o (SD) case:
HA(0,1) = {y € HY(0.1)] (1) =0}
and

H2(0,1) = {y € H}(0, )| ay, € H'(0,1)}
= {y € L*(0,1)] ylocally a.c. in (0, 1], ay € Hy(0,1),

ay, € H'(0,1) and (ay,)(0) = o}.
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In both cases, we also define the norms:
yl1Z = 1917200 + IVayalZo@ry:  NullFe = lyliE + 1(aye)allF2 (0,0

By the definition of H.(0,1) it is clear that if y € H>(0,1), the trace of y at z = 1 makes
sense and this allows to consider Dirichlet condition y(1) = 0, in both cases of degeneracy,
namely (WD) and (SD). On the contrary, the trace at x = 0 makes sense only in the (WD) case.

1
Indeed, using the fact that — € L'(0, 1), we can prove that H!(0,1) ¢ W'1(0,1). This property
fails to hold in the (SD) case. Hence, the Dirichlet condition at z = 0 does not make sense

anymore. However, Vancostenoble in [159, Proposition 1] proved that the functions of H2(0,1)
satisfy the Neumann boundary condition (ay,)(0) = 0.

Therefor, depending on the nature of a, we can associate to (1.2.1) the following boundary
conditions:

e (WD) case:
y(0) = y(1) = 0; (1.2.3)
e (SD) case:
(a(2)y=)(0) = y(1) = 0. (1.2.4)
We define the operator (A, D(A)) by
Ay = (ays)s, vy € D(A)= HZ2(0,1). (1.2.5)

For the operator (A, D(A)) the next result follows (see e.g. [59]).

Proposition 1.2.1. The operator A : D(A) — L?*(0,1) is closed, self-adjoint and dissipative
with dense domain.

Now, let A be the degenerate operator defined in (1.2.5) and consider the following linear
parabolic equation

yt_Ay:f; (t,w)eQ,
y(t,1) =0, te (0,7),

y(t,0)=0, (WD), (1.2.6)
{ (ayo)(t.0) =0, (sp), ' €OT)

y(0, ) = yo,

where yo € L(0,1) and f € L*(Q).
By invoking Proposition 1.2.1, one can show that A is the infinitesimal generator of an
analytic semi-group of contractions on L*(0,1) (see Theorem 1.1.1-1.1.3).

Thus, the following well-posedness result holds (see e.g. Proposition 1.1.1 or [63, Theorem
2.1-2.2]).

Proposition 1.2.2. e For all yo € D(A) and for all f € H'(0,T;L*(0,1)), (1.2.6) admits
a unique solution
y € C([0,T], D(A)) N C*(0,T; L*(0,1)).

e Forall f € L*(Q) and for allyy € L*(0,1), (1.2.6) has a unique solutiony € C(0,T; L*(0,1))N
L*(0,T; H:(0,1)) such that for every e € (0,T) there holds

y € L*(e,T; D(A)) N H' (e, T; L*(0, 1)). (1.2.7)
Moreover, if f € H'(0,T; L*(0,1)), then for every e € (0,T), one has

y € C([e,T); D(A)) N C*([e, T]; L*(0,1)).
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We also recall the following compactness results.
Theorem 1.2.1. [5, Section 6]
1. The space HL(0,1) is compactly embedded in L*(0,1).
2. The space H2(0,1) is compactly embedded in H}(0,1).
Theorem 1.2.2. [5, Theorem 6.4] The space L* (0, T; H2(0, 1))0[—[1 (O,T; L%(0, 1)) is compactly
embedded in L*(0,T; HL(0,1)) N C([0,T); L*(0,1)).
1.2.1.2 Hardy Poincaré inequality

We emphasize that, the main ingredient in the proof of Carleman estimates stated in Sections
1.3-1.4 and Chapters 2 and 4, rely on an appropriate Hardy Poincaré’s inequality. Before going
further, let us first make the following assumptions on the function a.

Hypothesis 1.2.3. (WD) case. The function a € C([0,1]) N C*((0,1]) is such that a > 0 in
(0,1], a(0) = 0 and Ja € [0,1) such that xd'(z) < aa(z) Vo € [0,1].

Hypothesis 1.2.4. (SD) case. The function a € C*([0, 1]) is such that a > 0 in (0,1], a(0) = 0
and Ja € [1,2) such that zad'(x) < aa(x) Vz € [0, 1]. Moreover,

a\r) . . .
Iye(l,a], z— is increasing near 0, when « > 1,

(1.2.8)

a(z
Iy € (0,1), x — is increasing near 0, when o« = 1.

The prototype a(x) = =%, being a € [0, 2), satisfies the above assumptions.

Remark 3. In the definitions above, and from now on, we have denoted with " the derivative
of a function depending only on one variable, while derivatives for functions of several variables
will be denoted, as usual, with subscript letters, like ¥,, y; and so on.

Remark 4. Thanks to the Hypotheses 1.2.3-1.2.4, one has

rd (z) < aa(z), Vzel0,1],

(67

thus,  — @) is nondecreasing on (0, 1]. Therefore
a(z
1 1
— < \ 0,1].
a(r) = x%a(1)’ relo. 1

1 1

This implies that = € L'(0,1) if & € (0,1) and —= € L*(0,1) if a € [1,2). As a consequence,
a a

Hypotheses 1.2.3 and 1.2.4 yield respectively the Hypotheses 1.2.1 and 1.2.2.

Under the previous assumptions, we have.

Theorem 1.2.3. [5, Proposition 2.1] Assume that one among the Hypothesis 1.2.3 or 1.2.}
holds. Then, there exists a positive constant Cyp such that

1 1
/a2u2dx<CHp/ au? dx (1.2.9)
o T 0

for allu € HL(0,1).
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Remark 5. Note that, using the same arguments as above, with some suitable changes, we can
treat the general case where a degenerates at both extremities of the interval [0, 1]. As a typical
example of a, one can consider the double power function

a(z) =z (1 —xz)*?, z€]0,1],
with aq, a9 € [O, 2) .

Finally, we would like to mention that, the case of degenerate parabolic operators in the
higher space dimension have been treated by P. Cannarsa, P. Martinez and J. Vancostenoble in
the recent paper [55], under some strong regularity on the involved diffusion matrix.

1.2.2 Degenerate/Singular parabolic operator

Singular potentials arise in various areas of applied science, such as quantum mechanics [43],
electron capture problems [35] and in linearized combustion models [28]. This explain the in-
creasing interest of the recent years for the parabolic operators involving such kind of potentials,
namely

A
Yt — Yoz + Wy, (t,l‘) € (O,T) X (0, 1) (1210)
Since the pioneering work [24] by P. Baras and J.A. Goldstein, it is known that:
e when 8 < 2, global positive solutions occur, for all A € R;

e when [ > 2, instantaneous and complete blow-up appears, for all A € R.

A
Thus, the case 5 = 2 is critical. This makes the inverse square potential ? more interesting.
x
We point out that, in this case, the behavior of the associated Cauchy problem to (1.2.10)
(with suitable boundary conditions) is mainly determined by the value of the parameter \;
there exists a critical value of A that changes radically the well-posedness of the equation. More

precisely, the following situations arise [24]:

1

e when A\ < T positive solution exists;
1 .

e when A\ > T the problem is ill-posed.

1
Here, the critical value A = 1 is the optimal value of the constant appearing in the following
weighted Hardy’s inequality [112, 144]

1 1 y2 1
/ da;g/ y2dr,  Yu€ H(0,1). (1.2.11)
4 Jo |of? 0

Later on, combining the result in [59] and [160] on the purely degenerate and purely singular
operators, respectively, well-posedness result and new Carleman estimates where established in
[95, 96, 159] for degenerate/singular operators of the form

v — (a(2) ) + |Tﬁy (t.x) € (0,T) x (0,1), (12.12)

( for a(z) ~ z™, B1 € [0,2) and B; + B2 < 2) with suitable boundary conditions and under
appropriate assumptions on the involved coeflicients:

{516[0,2)7 0<fr<2-F, AER; (1.2.13)

Brel0.2\{1}, Ba=2-51, A<A(a,f).
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Here \*(a, $1) denotes the optimal constant in the following inequality

1 y2 1
/\*(a,ﬁl)/o deg/o ay? da. (1.2.14)

Notice that, in the second assumption in (1.2.13), the case $; = 1 (and equivalently [y =
2 — 81 = 1) was removed since, in this case \* may be equal to 0. Hence, by virtue of (1.2.14),

the fact that v/ay, belongs to L?(0,1) does not necessarily imply that \% e L*(0,1).
x

More recently, in [101, 103], G. Fragnelli and D. Mugnai complemented these results ad-
dressing the case of non smooth diffusion coefficients and potentials with mere degeneracy and
singularity inside of the spatial domain, namely

v — (a(2)ya)e + béc)y (t,) € (0,T) x (0,1), (1.2.15)

The ways in which the functions a and b degenerate at xg € (0, 1) may differ, and for this reason
(1.2.15) has been investigated under the following assumptions:

Hypothesis 1.2.5. Double weakly degenerate case (WWD). There exists z¢ € (0, 1) such that
a,be CH[0,1]\ {zo}), a,b > 0in [0,1] \ {zo}, a(zo) = b(xg) = 0 and there exists £, B2 € (0,1)
such that (x — zg)a’ < fra and (z — x)b’ < Bob a.e. in [0, 1].

Hypothesis 1.2.6. Weakly strongly degenerate case (WSD). There exists xg € (0, 1) such that
a € CY[0,1]\{z0}), b € C1([0,1]\ {zo}) NW1>°(0,1), a,b > 0in [0, 1]\ {z0}, alzo) = b(zy) = 0
and there exists 81 € (0,1), B2 > 1 such that (x — z0)a’ < fra and (z — x9)b’ < Bab a.e. in [0, 1].

Hypothesis 1.2.7. Strongly weakly degenerate case (SWD). There exists xo € (0, 1) such that
a € CH[0,1]\ {zo}) N W>°(0,1), b € C'([0,1]\ {z0}), @, b > 0in [0,1]\ {0}, alzg) = b(z¢) = 0
and there exists 81 > 1, B2 € (0,1) such that (z —x¢)a’ < fra and (z — 20)b’ < b a.e. in [0, 1].

Hypothesis 1.2.8. Double strongly degenerate case (SSD). There exists 29 € (0, 1) such that
a,b € C1([0,1] \ {zo}) N WH(0,1), a,b > 0in [0,1] \ {zo}, a(xo) = b(xp) = 0 and there exists
B1, B2 > 1 such that (z — x¢)a’ < Bra and (x — 20)b’ < Bab a.e. in [0,1].

A typical example is
a(x) = |z — x0|? and b(z) = |z — z0|?2, with B, B2 € [0,2).

Remark 6. We point out that, contrarily to the case of boundary degeneracy (and degener-
acy/singularity), it can be shown that Dirichlet boundary conditions make sense for all situa-
tions, namely (WWD)-(SSD).

We emphasize that, the restriction 51 + B2 < 2 is related to the controllability issue. In
particular, this is not necessary for the well-posedness result, at least in the case where \ < 0.
Otherwise, when A > 0, the major step in the proof of the well-posedness for the Cauchy
problem associated to (1.2.15) relies heavily on a Hardy-Poincaré inequality of the form: there
exists C' > 0 such that

1,2 o
/ %dx < C/ alde, Wy € Hop(0,1), (1.2.16)
0 0

where H,(0,1) is an appropriate weighted Hilbert space which may coincide with the Sobolev
space Hg(0,1) in some cases. This inequality holds true if one among Hypotheses (WWD)-(SSD)
is fulfilled with 81 + 82 < 2. Once again, the case 1 = P2 = 1 should be removed since, as

1
above, an inequality of the form (1.2.16) fails to hold. Further, under the condition \ € (0, 5),
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A
the unbounded operator Au := (ayy)s + 3Y with appropriate domain D(A) is dissipative in the
space H(0,1). Indeed, by invoking (1.2.16), we infer that

1 9 1 y2
_<Ayay>L2(0,1) = / ayz dx — A/ ? dx
0 0
> Cliyll,,, Yy € D(A),

for some constant C' > 0. On the other hand, by means of standard arguments, one may also
prove that the operator (A, D(A)) is self-adjoint. Hence, in view of Theorems 1.1.1 and 1.1.3,
as an immediate consequence of the previous results, it follows that (A, D(A)) generates an
analytic semigroup of contractions in L?(0, 1). Furthermore, a result of existence and uniqueness,
analogous to one in the purely degenerate context (see Proposition 1.2.2), holds.

We refer to [101], for precise definitions and properties of the space H, (0, 1) and the domain
D(A).

1.3 Inverse problem

We present a simple inverse problem that consists the determination of an unknown source term
in a degenerate parabolic equation from some measurement data on a part of the boundary of
the spatial domain. In particular, we explain how the uniqueness and stability properties can be
achieved following the fundamental approach proposed by Imanuvilov and Yamamoto in [115]
which is mainly based on Carleman estimates.

Consider the linear degenerate parabolic equation

e — (aye)e = (t.2) € Q.
y(t,1) =0, te (0,T)

g | V0 =0, (WD) (1.3.1)
d{ (ayx 0)=o0, (sp), 'O

y(0.4) = o € L2(0,1)

where f € L*(Q) and the coefficient a degenerates at the extremity = 0 and satisfies the
Hypotheses 1.2.3 and 1.2.4.

The inverse source problem can be described in the following way: is it possible to retrieve
the source term f in (1.3.1) from the knowledge of the term (ay.). at some fived time T along
with an additional boundary observation of the solution?

To this purpose, one needs to assume that the source term f to be recovered belongs to an
admissible set. Therefore, for a given constant Cy > 0, we shall suppose that f lies in

S(Co) :={g € HY(0,T; L*(0,1))| |ge(t,2)| < Colg(T", z)], for a.e. (t,x) € Q}. (1.3.2)

The answer of the previous question is the following result concerning the Lipschitz stability
estimate of the parabolic equation (1.3.1) in terms of boundary measurements:

Theorem 1.3.1. Let T > 0, Cy > 0 and yo € L*(0,1) be given. Then, there exists C' =
C(T,tog,Co) > 0 such that, for every f € S(Cy), the solution y of (1.3.1) fulfills

17120y < € (1@u)o (@) ooy + 11.0(- D20 1 )- (1.3.3)
The proof of Theorem 1.3.1 will be given later on.

Remark 7. We point out that, a Lipschitz stability estimate like (1.3.3) has been established
in [55] for smooth degenerate operators in dimension two and in [37] for a one dimensional
operator, in nondivergence form, involving interior degeneracy.
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Remark 8. Since in Theorem 1.3.1 the source term f lies in S(Cp) and in particular in
Hl(O,T; L2(O,T)), then, the regularity results stated in Proposition 1.2.2 guarantee that the
associated solution y belongs to C([0,T]; D(A)). Therefore, the first term in the right hand side
of (1.3.3) is well defined. The second term will be discussed later on.

Remark 9. ¢ We would like to mention that ¢g is taking to be away from ¢ = 0 since in this
case better regularity results hold considering (¢, 7") instead of (0,7"), see Proposition 1.2.2.

e We point out that, if one can choose the initial time ¢y closer to the final instant 7', one only
requires the boundary observation on a vary small interval of time.

e Note also that, in our inverse problem we require some measurements of the solution at a fixed
time 7" < T. This restriction comes from the approach followed in the proof which is mainly
based on Carleman estimates. Therefore, it would be extremely interesting to know whether the
stability estimate (1.3.3) remains true when 7" = T..

Remark 10. The assumption (1.3.2) may appear as a strong restriction. Nevertheless, for a
general term source, ie., f € L*(Q) (without any additional assumption), employing an argu-
ment of controllability for the problem under consideration, it can be shown that the estimate
(1.3.3) fails to hold. We refer to [116, p. 159] where this result was first proved for the standard
heat equation. See also [158, Remark 3.2] for further discussion on this issue in the context of
heat equation involving inverse-square.

The second issue in our inverse problem is the uniqueness, namely: can we deduce that
(ayla:)a:(T/u ) = (ay2w)x(T/) ')7 in (07 1) and ylt,x('7 1) = th,x('y 1) on (t07 T)

imply f1 = f2 in Q.

We emphasize that, the estimate (1.3.3) yields stability of inverse source problem, however,
it does not ensure the uniqueness result since the set of the admissible sources S(Cp) is not a
linear space. Thus, in order to overcome this difficulty, one needs to restrict the study to the
situation where only the spatial part of the source term is unknown. To be more precise, we
shall assume that the source term f takes the following form

f(ta x) = g(x)r(tv JJ),

where g € L?(0,1) is the unknown spatial term and € C([0,7] x [0,1]) is a given smooth
function satisfying |r(T",z)| > ¢ for some given constant ¢ > 0. Thus, as a direct consequence
of Theorem 1.3.1, we get the following result.

Theorem 1.3.2. There exists a constants C = C(T,tog,Coy) > 0 such that for all f1 = rg; and
all fo = rgo with g1, g2 € L*(0,1) the associated solutions y; and ya of (1.3.1) fulfill

lor = 9211220, < € (I@re = 92 (T" ) Bagoy + 16 = v20( D laory)- - (1:34)

We skip the proof of Theorem 1.3.2 since it is analogue to that of Theorem 2.1.2 in Chapter

As an immediate consequence of the above theorem, we infer the desired uniqueness result.

As we have said before, the most powerful tool to establish the stability estimate for inverse
problems of recovering coeflicients or source terms of various partial differential equations takes
the form of Carleman estimates. The later will be the objective of the following subsection.
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1.3.1 Carleman estimates

We present suitable estimates of Carleman type satisfied by solutions of the nonhomogeneous
degenerate parabolic problem (1.3.1). To this aim, proceeding as in [63], we begin by introducing
the following weight functions

L (Y gy
T Y@= ) (15.5)
o(t,x) :=0(t)(x), and n(t) =T+ ty— 2t.

0(t) :==

Here tg > 0, v > 0 and d > d* := sup / v dy. With these choices, it comes that
[0,1] Jo a(y)
—vd < (x) <0, forallze]l0,1]. (1.3.6)
Moreover, one can easily check that
0(t) — +oo, as t—t, T~ (1.3.7)
and
16 < CO°*, |0y] < CO¥? in (o, T). (1.3.8)

Therefore, ¢(t,x) <0 for all (t,z) € Q and ¢(t,-) — —oo ast —td, T .

Remark 11. All the results stated in this thesis remain valid when the expression of the
1 1
is replaced by 0(t) := . We
()T 1] = i ma—op
refer to [2, Remark 1] for a discussion on this fact.
Moreover, if the problem is considered in (0,7), these results still hold considering 6(t) :=

1
or 6(t) := T =01

weighted time function 6(t) :=

1
gOEnT

Denote by

— i 2 3 2 2 353 a? 2\ 2s¢p
I(y) := //to <59yt + 502 |np|y* + sba(z)y; + s°60 —a(x)y )e dx dt.

The following Carleman inequality holds.

Theorem 1.3.3. There exist two positive constants C' and sg, such that all solutionsy of (1.3.1)
fulfill, for all s > sq,

T
021, 1)V dt). (1.3.9)

to

I(y) < C(// f2e®% dx dt + svya(1)

The proof of the above theorem is completely similar to the one of Theorem 2.3.1 in Chapter
2. Thus we omit it.

Remark 12. Notice that, since the weight function ¢ is negative and 6 blows up at the extrem-
ities of the time interval [to, T], all the involved weights in the above estimate are exponentially
vanishing at ¢ = to and ¢ = 7. This explains why the estimate (1.3.9) holds without any
assumption on the values of the function y at t = to, 7.
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1.3.2 Proof of Theorem 1.3.1

In this paragraph we prove the stability estimate (1.3.3) following the arguments in [63, 115].
In proving this estimate, the Carleman inequality stated previously will play a peculiar role.

Since o € L*(0,1) and g € H'(0,T; L*(0,1)), it follows from Proposition 1.2.2 that the solu-
tion y of (1.3.1) satisfies sufficient regularity properties to perform the following computations.
Let z = y; where y solves (1.3.1) in (¢9,T). Then, thanks to Proposition 1.2.2, y belongs to

C([to, T], D(A)) N C*([to, T; L*(0,1)).

In particular, we have that y(to) € D(A), hence, by (1.2.7) and using standard arguments (see
for instance [63, Lemma 2.2 and Remark 2.2]), one can show that z belongs to

H'(to, T; L*(0,1)) N L*(to, T; D(A)).

Therefore, the second term in the right hand side of the stability estimate (1.3.3) is well defined.
Now, applying the Carleman inequality (1.3.9) to the system satisfied by z, we have that

T
I(2) < C(/ F2e*% dudt + sya(1) | 0()22(t, 1)) dt)
Q

to to

= J(f,2), (1.3.10)

for all s > sg and for a positive constant C'.
We divide the remaining part of the proof into three steps.
Step 1. We claim that there exists C' = C(tg,T") > 0 such that

/ FAT, 2)e29 T dy 1 yea( )H%z(toj)). (1.3.11)

By observing that

sup s0(t)e>*¥ ) < 4o,
t€[0,T

one has

T
sva(l) [ (021D dt < O () (- DIz - (1.3.12)

to

On the other hand, the assumption f € S(Cy) implies that

// | file?*? dz dt < Co // 2)|e2*° ) dz dt. (1.3.13)
Qt

At this stage, we will need the next technical result (whose proof is postpone to the Appendix).

Lemma 1.3.1. There exists C' > 0, which is independent of s, such that

A

Let us continue with the proof of (1.3.11). By (1.3.12) together with (1.3.13) and Lemma
1.3.1, we deduce that

1
AT, x)e**dxdt < \C[/ AT, 2)e?? T2 dg;,
§Jo

to

1 [t ,
T2 £ Oz [P e dot ) g m )
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which yields (1.3.11).
Step 2. We claim that there exists C' = C(ty,T) > 0 such that
1 /
/ (T, 2)e? P T g < CI(2), (1.3.14)
0
where I(z) is defined in (1.3.10).
From the fact that 8(t) — +o00 as t — tJ and ¢ < 0, we get that
lim z(t,z)e*? ) = 0, for a.e. x € (0,1).
t—to
Thus,
1 T
/ Z2(T/, ) 2sp(T" ) / / 2 2s<p dxdt
0 to
= / / 2sg0t22 + 2zzt> 5% dxdt. (1.3.15)
0 to
Next, employing the Young’s inequality, we obtain
1T 52
/ / 222> dxdt < C// ZL 252 dudt + // s02e%%¢ dxdt. (1.3.16)
0 to t st Qt
0 0
Now, by observing that |¢;| < Co2 |n], it holds that
1 T
2/ / spp22e®Pdadt < C// s0%2 || 22> dadt. (1.3.17)
0 Jio Qg

Plugging (1.3.16) and (1.3.17) in (1.3.15), we obtain (1.3.14). Hence, the claim of the second

step is proved.
Step 3. Conclusion.
From (1.3.10), (1.3.11) and (1.3.14), we find that

! : I :
2 (! 2sp(T" x) < - 2 (it 2sp(T' x) . 2
| 2@ @m0 ar < (S [P ae s T ot ) g, )

On the other hand, in view of (1.3.1), one can write

f(T,v ) = _(ay:v)l‘(T/? ) + yt(T/7 )
= —(a,yx)x(T/, ) + Z(T/, -), in (0, 1).

Hence,

/ f2 2s<,0T @) dr < CH ayx) (T/ >HL2(0 " +C/ / )eZSso(Tfyx) dz,

since sup e2#(7"%) < 400,
z€(0,1)
Now, substituting (1.3.18) in the previous inequality, it comes that

/ FAT 2)e® T dw < C(aye) (T, ) 122001y + Cllva (. DI 22 1y

/ f2 2s<p (T ,x) dz.

(1.3.18)

(1.3.19)
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By the estimate (1.3.19), we conclude that, for s large enough,

1
/0 FAT 2)e? T dx < Cl(aya)o (T, 7201y + Cllyee (- D720 1)

Next, using once again the fact that f € S(Cp), one can write

t
Flt,2)] < / \fi(r0)ldr + |F(T )
T/
< CIf(T, ), (1.3.20)

for some positive constant C' = C(Cy, T).
On the other hand, using the definition of ¢, we have that

¢ < inf e2s¢(T"2)
z€(0,1)

for some constant ¢ > 0. This together with (1.3.19) and (1.3.20) gives

1
112 <€ [ 7T 2o
< Oll(ays)«(T", ')”%2(0,1) + Cllyta(-, 1)”?;2(1:01)
and hence the proof of Theorem 1.3.1 is completed.

Remark 13. Substituting the boundary observation (y;)u(-, 1)‘(tO’T) by a locally distributed
observation Y|, 7)xw: We get another stability estimate similar to the one stated in Theorem
1.3.1. This issue has recently been considered in [63] in the case where the diffusion coefficient
is given by a(x) = 2%, being 0 < a < 2.

In Chapter 2, we will provide an extension of the results proved above for a scalar equation
to the context of a general coupled system.

The construction of a source term in a partial differential equation allows one to solve other
types of inverse problems, such as, the identification of potential and diffusion coefficients. In
the following, we briefly discuss a recent result concerning the inverse diffusion problem for the
following degenerate parabolic equation

Yt — d(ayx)z = f7 (t,l‘) € Qa
y(t,1) = 0, t e (0,T)
y(t,0) =0, (WD), (1.3.21)
and{ (ays)(,0) = 0, (SD), te (0,7),
y(0,z) = yo(x), x € (0,1),

where d € I := [dp,d], being 0 < dy < d;. More precisely, we address the following question: is
it possible to recover the constant d in (1.3.21) from partial measurements of the solution y of
(1.3.21), namely the term (ay.). at a fived time t = T' and the spatial derivative of the solution
y on a part of the boundary?

In order to deal with this question, as pointed out by J. Trot [154], the solution of the problem
under consideration needs to satisfy more refined regularity results than those stated previously.
For this, it is mandatory to impose some restrictions on the sets of the initial conditions and
source terms.

Then, under suitable assumptions on the data yo and f, the estimate stated in Theorem
1.3.1 for source terms together with a maximum principle gives the following stability estimate:
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Theorem 1.3.4. For all d € I and all d € I, the corresponding solutions vy and y; of problem
(1.3.21) satisfy:

A —d* < C(I(a(Wae = ¥i.) o (T M Z201) + CllWar = g DliZ2.m)- (1.3.22)
for some positive constant C' = C(dy, dy,to,T,a,yo, f).

The proof of the previous Theorem is analogous to the one of [154, Theorem 4], the only
difference being that here we consider a more general diffusion coefficient a instead of . How-
ever, we believe that by a simple adaptation of the proof, it can be shown that the estimate
(1.3.22) holds. Being far from the purpose of this work, the details will be omitted.

As in [154], the proof of Theorem 1.3.4 relies on transforming the issue of identification of the
diffusion constant in (1.3.21) into an inverse source problem for another equation like (1.3.21).
Then, this later can be treated employing the stability estimate proved in Theorem 1.3.1.

Finally, it should be noted that, the stability estimates for both considered inverse problems,
namely source terms and diffusion constants hold true provided that the rate of the degeneracy
a (see Hypotheses 1.2.3 and 1.2.4) is less than 2. As far as we know, the question whether these
estimates still valid when « > 2 remains completely open even for the particular case a(z) = z.

1.4 Controllability

In this section, we recall some fundamental results on the controllability of linear differential
systems. We refer to [72, 168] for a complete and more general presentation on this topic.
Let H and U be two Hilbert spaces and consider the following linear control system:

dzél(tt) = Ay(t) + Bu(t), te (07T) (S)

y(0) = o,

where yo € H is the initial datum, y = y(t) is the state of the system, which takes values in the
state space H, A: D(A) — H is a closed unbounded operator which generates a Cy-semigroup
(T'(t))e>0 on H, u = u(t) denotes the control force taking values in the control space U and
B € L(U; H). The operator A determines the dynamic of the system whereas B describes the
way the control acts on the system.

We assume that the Cauchy problem (S) is well posed in the sense of Hadamard, i.e., for all
Yo € H and u € L*(0,T;U), it exists a unique y € C([0,7]; H) fulfilling

sup |ly()|lm < C(llullLzorv) + lyollm),
t€[0,T]

for some constant C' > 0 depending on A, B and T.
Let us now introduce the different notions of controllability for the abstract system (S).

Definition 1.4.1. System (S) is exactly controllable at time T if, for any initial state yo € H
and any desired state yr € H, there exists a control function u € LQ(O,T; U) such that the
corresponding solution y fulfills

y(T)=yr in H.

Definition 1.4.2. System (S) is null controllable at time 7 if, for any initial state yo € H,
there exists a control function u € LQ(O, T;U) such that the corresponding solution y fulfills

y(T')=0 inH.
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Definition 1.4.3. System (S) is approximately controllable at time 7' if, for any initial
state yo € H, any desired state yr € H and any € > 0, there exists u € L2(O,T; U) such that
the corresponding solution ¥ satisfies

ly(T) —yr|la <e.

Definition 1.4.4. System (S) is controllable to trajectories at time 7' if, for any trajectory
g (i.e., solution of (S) corresponding to 7o € H and u = 0) and any yy € H, there exists
u € L*(0,T;U) such that the associated solution y to (S) satisfies

y(T) = §(T) in H.

Remark 14. According to the Definition 1.4.4, the aim of the control to trajectories process
consists in driving the state of the system (S) from any initial datum yy to an arbitrary final
state of the uncontrolled system by means of a suitable control w.

Obviously, exact controllability of system (S) gives controllability to trajectories, null and
approximate controllability. However, the converse does not hold for a large class of nonlinear
ODEs and time-irreversible PDEs. A typical example is the heat equation, which is known to
be null controllable, from both internal and boundary controls, and not exactly controllable
[87, 106].

On the other hand, it is not difficult to see that, in the linear case, the controllability to
trajectories and the null controllability are equivalent notions. Indeed, let yo,70 € H and
denote by ¢ the solution of (S) associated to 7y. We introduce the following change of variables
z :=y — y. Thanks to the linearity of the system, it is straightforward to check that z satisfies
(S) with an initial datum yy — 9o € H. Therefore, controllability to trajectories for system (S)
is reduced to null controllability property for the system satisfied by z. We emphasize that, this
may no longer be true in the framework of nonlinear systems.

1.4.1 Controllability of finite dimensional systems

It is by now well known that, in the context of linear finite dimensional systems (i.e., the case
where H = R", U = R™(n,m > 1) and A € L(R"), B € L(R™;R") are two given matrices
with constant real coefficients), the four concepts of controllability are equivalent. Moreover,
the controllability property, for such a system, holds true if and only if the following algebraic
Kalman’s rank condition

rank[B|AB|A’B|---|A"1B] =n (1.4.1)

is fulfilled.

Of course the case where m < n (i.e. the number of control forces is less than the number
of components of the system) is the most interesting case.

Notice that, the condition (1.4.1) is independent on the initial datum yp and the control time
T. Thus, if such a linear system is controllable in some time 7" > 0, then it is controllable for
every T > 0. Nevertheless, the situation may be completely different in the case of PDEs.

1.4.2 Controllability and duality

In the present subsection, we characterize null and approximate controllability properties for
the linear system (S) by appropriate dual formulations for its adjoint problem.

In particular, in the next result, we are going to show that the null controllability property
for (S) is equivalent to an observability inequality for the following adjoint system (which is a
backward in time problem):

dzd(tt) — A*z(t), te(0,T) D)
2(T) =27 € H.
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Here A is the adjoint of the operator A.
The following result holds.

Proposition 1.4.1. System (S) is null controllable at time T' > 0 if and only if there exists a
positive constant Cyps such that solutions of the adjoint system (D) satisfy

T
12012 < CObS/o IB*2(8)|2dt,  Ver € H. (1.4.2)

Here B* is the adjoint of the control operator B.
Remark 15. We emphasize that, the constant Cyps in (1.4.2) depends on A, B and T

Proof. The proof of this Theorem is inspired by [66].
(<) Assume that (1.4.2) holds. Let yo € H.
We introduce the following subspace Y of L*(0,7;U)

Y :={B*z| z is a solution of (D) for some zp € H}.
For any B*z € Y, we define the following functional F': Y — R given by
F(B*z) == —(2(0),y0)H- (1.4.3)
By Cauchy-Schwartz inequality and (1.4.2), we have

I F (B 2)|[a < [12(0)|zllyoll o
< Covs|| B* 2| 20,00 10 | 1 -

Therefore, F' is a bounded linear functional on the normed vector space H with the norm
inherited from L?(0,T;U). Hence, by the Hahn-Banach Theorem, F' can be extended to a
bounded linear functional on L*(0,T;U) (and we keep the same notation to denote it).

Next, employing the Riesz Representation Theorem, we infer that, there exists a unique
w € L?(0,T;U) such that

F(v) = (v,w) 2070y, Yo € L*0,T;U).
Thus, for any B*z € Y, we have
F(B*z) = <B*Z7w>L2(0,T;U)7
which, together with (1.4.3), gives
—(2(0), yo)ur = (B*z,w) r2(0,1;0)- (1.4.4)

We claim that
w = u. (1.4.5)

Indeed, multiplying the equation (S) by z, integrating by parts over @ and using (D), we obtain

T
Cery(T)) i — (2(0), yo) o1 = /0 (ye(s), =(s)) iz ds

T
+ /0 (as), w(s)) s s
= (B*z,u) 20,10 (1.4.6)

for all zp € H.
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Combining this with (1.4.4) and (1.4.5), we conclude that
(zp,y(T))g =0 for any zp € H.

Consequently, y(7') = 0 in H and hence the null controllability result.

(=) Now, we suppose that (S) is null controllable, i.e., for any yo € H there exists u €
L%(0,T;U) such that the corresponding solution 3 of (S) fulfills (7)) = 0 in H. We want to
prove that (1.4.2) holds true.

For any zp € H, we introduce the operator G : H — H given by

G(zr) := 2(0). (1.4.7)

We proceed by contradiction. Assume that (1.4.2) does not hold. Then, there exists a sequence
{#rk}x>1 such that the corresponding solution {zj}r>1 to (S) with zp = 27, satisfies, for any
k e N*

T
K2 / | B2 (0)|2dt < (120,
hence
T * 2 1 2
0< [ 1Bt < 510 (1.4.8)

Vikzrs,

Let Zpp == ———

R RO
B Vkzp

Zp= ——.
O]
Thus, by (1.4.8), it follows that

and denote by Z; the associated solution to (D) with 2z = Z7, hence

k

T T
B*z(t 2dt:/ B* 2. () ||7 dt
s = G [ 1Bl

< (1.4.9)

| =

Using (1.4.7) we also have

G zr )7 = 1Z20)1%
= k. (1.4.10)

Now, proceeding as in (1.4.6) and having in mind the fact that y(7') = 0 in H, we find that the
solution of (D) satisfies

—(2(0),90)nr = (B*z,u)r207v),  forany zr € H.
Applying the above identity for z; = Zr, and using (1.4.7), it holds that
—(G(%T’k),y@H = <B*§k7u>L2(O,T;U)- (1.4.11)

From (1.4.9) and (1.4.11), we can easily see that G(Z7 ) converges (weakly) to 0 in H.

Thus, by the Principle of Uniform Boundedness, we infer that the sequence {G(Zr ) }r>1 is
uniformly bounded in H. This clearly provides a contradiction to (1.4.9) and hence the claim
follows. =

Remark 16. The usefulness of the above Proposition consists on the fact that it reduces the
proof of the null controllability of (S) to the study of an observability inequality for the homo-
geneous system (D) which appears, at least conceptually, to be a simpler problem.
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Remark 17. The observability inequality (1.4.2), when it holds, permits us to estimate the total
energy of the solution of the backward system (D) at time ¢ = 0 simply through a measurement
of the output B*z on [0,T]. However, in general, such an inequality is far from being evident
and it needs a more careful analysis and major tools adapted to the considered problem; for
instance, microlocal analysis, Ingham inequalities, multiplier methods or Carleman estimates
[26, 106, 123, 132, 146, 147].

Next, we will show that the approximate controllability of (S) can be characterized by a
unique continuation property for the adjoint system (D).

Proposition 1.4.2. System (S) is approzimately controllable at time T > 0 if and only if, for
any zp € H the solution to system (D) satisfies the following unique continuation property:

B*z2=0=2=0. (1.4.12)

Proof. For any 3o € H and u € L?(0,T;U), we denote by y(t; 3o, u) the solution of (S) at time
t€0,7).
We introduce the following operators S : H +— H and L : L? (0,T;U) — H defined by

S(yo) == y(T;90,0) and L(u) :=y(T;0,u).
Thanks to the linearity of the system (S), one has

y(Tsy0,u) = y(T;0,u) + y(T; yo,0)
= L(u) + S(vo)-

Hence, system (S) is approximately controllable if and only if

Yyo,yr € H, Ve >0, Ju € L*(0,T;U) such that
IL(u) + S(yo) — yrlu < e,

which can be written as
Ve >0, Vwr € H, 3u € L*(0,T;U) such that
[ L(u) —wrllg <e.

Therefore,
L(L*(0,T;U)) = H,

which is equivalent to
Ker(L*) = {0}. (1.4.13)

On the other hand, proceeding as in (1.4.6), one can see that the solutions of (S) and (D) satisfy
<L(U), ZT>H = <y(T7 07 u)7 ZT)H

= (u, B*2) 200,y for any zr € H,

which yields
L*(zr) = B*z for any zr € H. (1.4.14)

By (1.4.13) and (1.4.14), we deduce that

L*(2p) =B*2=0= 20 =0

and the thesis follows. O
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We say that the operator A* fulfills the backward unigqueness property when the solutions of
system (D) satisfy
2(0)0=0=2z=0o0n[0,T]. (1.4.15)

In other words, if the distribution of the dual system (D) vanishes at time ¢ = 0, then this
distribution has been identically null all long the time interval [0, 7.

Remark 18. Assume that solutions of the adjoint system (D) fulfill the backward unique-
ness property (1.4.15). Then, the observability inequality (1.4.2) yields the unique continuation
property (1.4.12). As a consequence, in this case, null controllability implies approximate con-
trollability. Once again, this is not necessarily true in the nonlinear framework.

Once the observability inequality (1.4.2) is fulfilled for every solutions of the adjoint system
(D), or, equivalently, the null controllability property of (S) holds, it is possible to obtain an
estimate on the control force, with an L?-norm, by means of the observability constant Clps and
the initial data yo. More precisely, one has.

Proposition 1.4.3. Assume that the observability inequality (1.4.2) holds for all solutions of
(D). Then, system (S) is null controllable. Moreover, there exists some positive constant Cops >
0 such that

[ull2(0 77y < CobsllvollFr- (1.4.16)

For a proof, see for instance [72, Theorem 2.44, p. 56] and [90].

1.4.3 Methods to study null controllability problem

In this subsection, we present some approaches that are useful to address the null controllability
issue for parabolic systems. In order to understand how to use such approaches, we will apply
them to some control problems that have already been solved.

1.4.3.1 Carleman estimates

The aim of this part is to explain how works the Carleman estimates to solve null controllability
problem for degenerate parabolic equation

Yt — (aya:)a: = 1wu7 (t, .CC) S Q7
y(t,1) =0, te(0,T)
y(t, 0) =0, (WD), (1.4.17)
wa{ o Sy=o. By, 1€OD)
y(o? .f) = y()(.%'), S (07 1)7

where 1, is the characteristic function of the nonempty open set w C (0,1), the coefficient
a degenerates at * = 0 and yg € L2(0, 1). In particular, we will show that an observability
inequality for the solution of the associated adjoint problem

—2zt — (azz)z = 0, (t,z) € Q,
2(t,1) = 0, te(0,7)
and{ 2(t,0) =0, (WD), Le (0.7), (1.4.18)

(azx)(tv 0) =0, (SD)>
2(T) = 2r € L*(0,1),

is a direct consequence of suitable Carleman estimates for the involved parabolic operator. To
this aim, as in the subsection 1.3.1, we begin by recalling the following weight functions:

1

0(t) := AT =)

and  p(t,x) := 0(t)Y(x). (1.4.19)
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where 1) denotes the same space negative function defined in (1.3.5). Observe that 6 satisfies
the same properties in (1.3.7) (with ¢y = 0).

As a first step, we derive an intermediate Carleman inequality (with boundary observation)
for the adjoint parabolic operator

Pw := —w; — (awy) 4,
with the same boundary conditions as above. One has.

Theorem 1.4.1. [5, Lemma 4.2] There exist two positive constants C' and sg, such that for all
S 2 S0,

2
] (o 2 )i
Q a(z)
T
< C'(// | Pw|*e*% dxdt + s'ya(l)/ O(t)w2(t,1)e?#®1) dt). (1.4.20)
Q 0

With the aid of Theorem 1.4.1 together with the Hardy-Poincaré inequality (1.2.9) and a
standard cut-off argument, we can prove the following w-local Carleman estimate for (1.4.18).

Theorem 1.4.2. There exist two positive constants C and sg, such that every solution z of

(1.4.18) fulfills, for all s > s,

2
// (s@a(m)zi + 8393$—z2)e25¢ dedt < C// 22 dxdt. (1.4.21)
Q Cl(ZC) (0,T)xw

Proof. For the proof we refer to [5, Lemma 4.2]. See also Theorem 2.3.2 in Chapter 2, where
this inequality is established for a coupled system in (¢y,7") x (0,1), with ¢y > 0, instead of Q.
Nevertheless, this inequality still true in (0,7") x (0,1) with suitable changes. O

Next, we shall apply the above Carleman estimates to deduce the observability inequality
for the adjoint problem (1.4.18).

Proposition 1.4.4. Let T' > 0. Then, there exists a positive constant Cys such that every
solutions z of system (1.4.18) fulfills

1
/ 22(0,z)dx < C’Obs// 22dxdt. (1.4.22)
0 (0,7 xw

Proof. Multiplying the adjoint equation (1.4.18) by z; and integrating by parts over (0, 1), we
obtain

1
0= /0 (2t + (azg)z) 2 dx

1 1
= / th dx + [azxzt]ii(l) — / OZg 2t AT
0 0

1 1
= / th dr — / aZpZey A,
0 0

from which we derive

1d/1az2d:):>0 (1.4.23)
2dt Jo T T o



CHAPTER 1. PRELIMINARIES 35

1
Thus, the function ¢ — / a(x)22(t, z) dz is nondecreasing for all ¢ € [0,T]. In particular,

1 1
/ az2(0,z) dx < / az(t,x)dx vVt € [0,T).
0 0

Integrating this inequality over [T'/4,3T/4], 6 being bounded therein, we get that
1 3T/4
/ (O:C)dx<— /az (t,x)dxdt
0 T/4

3T/4
/ sOa(x)22(t, 2)e?*? ) dg dt
T/4

< C’// sfa(x)22e*? du dt.
Q

Thus applying Theorem 1.4.2, it follows that

1 T
/ az2(0,z) dx < C'/ /22 dxdt. (1.4.24)
0 0 w

72

a(x)

(0,1), applying the Hardy-Poincaré inequality (1.2.9), we immediately get

1 1
/ 22(0, x)dz < C/ az2(0, z)dz.
0 0

Finally, plugging the last inequality in (1.4.24), we end up with

1 T
/ 22(0,z) dx < C'/ / 22 dxdt
0 0 w

and the conclusion follows with C,,s = C. ]

On the other hand, having in mind the fact that the function z +— is nondecreasing in

As an immediate consequence of the observability inequality (1.4.22) and in view of Propo-
sition 1.4.1, it follows that the degenerate parabolic equation (1.4.17) is null controllable. More-
over, thanks to Proposition 1.4.3 the associated control function satisfies

HU|’%2(Q) < CobSHyOH%Q(OJ)'

Remark 19. Observe that, with the same kind of arguments employed above in the proof of
Theorem 1.4.2, as a consequence of Theorem 1.4.1 we can deduce the boundary null controllabil-
ity of the state equation (1.4.17) when the control force acts at the nondegenerate point = = 1.
Nevertheless, the situation is different and more complex if the control acts at the degenerate
extremity x = 0. We refer to [111] where this problem is treated by means of moment method
and the transmutation approach, under some restrictions on the regularity of the initial datums.

We emphasize that, once we find a control function acting on a control zone w C (0, 1) that
drives the system from an initial datum yg to the equilibrium state at time ¢ = T, i.e., the
solution of (1.4.17) fulfills y(7') = 0, we can stop controlling, by putting u = 0 for ¢ > T', and
the underlying system naturally stays at rest for every ¢ > T, that is to say,

y(t,-) =0, forallt>T.

However, this is not the case for evolution equations involving memory terms.
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1.4.3.2 Moment Method

We address the boundary null controllability result for the one-dimensional heat equation using
the so called moment method developed by Fattorini and Russell [87]. The main idea relies on
reducing the null controllability property to a moment problem. Then, this later will be solved
by making use of a technique based on the construction of a biorthogonal family to a sequence
of real exponential functions.

Of course, by using the same arguments with some minor changes, we can prove an analogous
result for a degenerate parabolic equation with a diffusion coefficient of the form a(x) = z¢,
being « € [0,2). However, for the sake of simplicity we prefer to restrict our attention on the
simplest nondegenerate case (i.e., « = 0).

Consider the following controlled heat equation

Yt = Yz = 0, (t, l‘) € Q)
y(t,0) =0, y(t,1)=uv(t), te (0,T), (1.4.25)
y(07 ) =1%o € L2(07 1)

Here v is the control function which is placed at the extremity x = 1.

Following the same arguments presented in [88], one can easily show that for a given initial
datum yo € L*(0,1) and a control v € L?*(0,T), system (1.4.25) has a unique solution y €
L*(Q)NC(0,T; H1(0,1)), which depends continuously on yo and v, that is

sup [yl z-10,1) < Clllyollz20,1) + IVl 2200,7))-
te[0,7)

The null controllability property for system (1.4.25) reads as follows.

Theorem 1.4.3. Let T > 0. For all yg € L*(0,1), it exists a control function v € L*(0,T) such
that the solution of (1.4.25) fulfills

y(T,-) =0 1in(0,1).

Before starting the proof of the previous Theorem, we first show that the null controllability
problem can be characterized in terms of an appropriate property for the following adjoint
system

— Wi — Wgg = 0, (t,x) € Q,
w(t,0)=w(t1)=0, te(0,7T), (1.4.26)
w(T,-) = wr € L*(0,1), =€ (0,1).

Proposition 1.4.5. System (1.4.25) is null-controllable at time T > 0 if and only if, for any
yo € L?(0,1) there exists v € L*(0,T) such that the following identity holds

T 1
/ v(t)wx(t,l)dt:/ yo(z)w(0,z)dz,  Vwr € L*(0,1), (1.4.27)
0 0

where w is the solution of system (1.4.26) associated to wr.

Proof. Multiplying system (1.4.25) by w and the adjoint problem (1.4.26) by y, integrating by
parts over (), we obtain

T
// yrw drdt — // Yo Wy dxdt + / wy(t,L)v(t)dt =0
Q@ Q 0
// wyy drdt + // WeY drdt = 0.
Q Q

and
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Thus, T
/A)(yw)tdxdt+/0 wat, Do(t) dt = 0.

Consequently,

T 1 1
/0 v(t)wx(t,l)dt:/o yo(;r)w(O,x)d:U—/O y(T, z)wr(x) dx. (1.4.28)

Notice that, if (1.4.27) is fulfilled, we get that

1
/ y(T, z)wp(z) de = 0, Ywr € L*(0,1)
0

which yields y(7,-) = 0.
Therefore, the solution of (1.4.25) is controllable to zero at time 7" and v is the null control.
Reciprocally, assume that v drives the solution of (1.4.25) to zero at time 7". Thus, (1.4.27)
follows immediately from (1.4.28) and the proof is concluded. O

At this point, we recall that the operator —0,, on (0, 1) with homogeneous Dirichlet boundary
conditions has a sequence of positive eigenvalues and normalized eigenfunctions defined by

A = k272, or(r) = V2sin(krz), k>1, z € (0,1) (1.4.29)

and the sequence {¢y,}x>1 forms a Hilbert basis of L?(0,1).

As mentioned above, the proof of Theorem 1.4.3 is based on the construction and the estimate
of a suitable biorthogonal sequence to the exponential family {e=**'};~; in L?(0,T). The main
ideas are due to R.D. Russell and H.O. Fattorini (see, for instance [87] and [88, Lemma 3.1]).
More precisely, we have.

Theorem 1.4.4. Let (Ag)i>1 be a sequence of real positive numbers such that, for some p > 0,
we have:

1

Z TV +oo  and |A, — Ag| > p|n — K, Vk,n > 1. (1.4.30)
k

k>1

Then, there exists a biorthogonal family {qi}r>1 in L*(0,T) to {e_A’“t}kzl, i.e.,

T
/ e Mg ) dt = b6y, V1> 1. (1.4.31)
0

Here, 6k denotes the Kronecker symbol.
Moreover, the following estimation holds

Ve >0,3C: >0 such that |qkl|r20,m) < C.e™, Vi >1. (1.4.32)

1
Remark 20. We point out that, the convergence of the series Z —

=1 A
guarantees the existence of the biorthogonal family {gx}x>1, while the gap condition

, when it is fulfilled,

A — Ag| > pln — k|, Vk,n>1

is crucial for obtaining the estimate (1.4.32) and hence the null controllability result for problem
(1.4.25) in arbitrary small times 7" > 0.

Now, we are ready to present the proof of Theorem 1.4.25. The proof strategy is divided into
two main steps. The starting point is to transform the null controllability issue to a moment
problem. At this step, we will provide the explicit form of the control function in terms of
the biorthogonal family defined in Theorem 1.4.4. Then, in the second step, we prove that the
constructed control function is well defined.
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Proof of Theorem 1.4.3. Step 1. Using the fact that {(y}; forms a basis of L*(0,1) and thanks
to Proposition 1.4.5, the null controllability of (1.4.25) is equivalent to:
find v € L?(0,T) such that

T 1
/ v(t)wg 5 (t, 1) dt = / yo(x)wg (0, x) dx, vk > 1,
0 0

where wy(t,-) = e T =D, is the solution of system (1.4.26) associated to wr = @y

Hence, v is a null control for our problem if and only if

T 1
VA [ oe T a =T [ dn vz
0

0

which is equivalent to find u(-) := v(T — -) € L*(0,T) such that

T
/ u(t)e Mdt =,  VEk>1, (1.4.33)
0
e—)\kT 1
where ¢, = e yo(z)pr(x) dx.
0

Next, we are going to solve the moment problem (1.4.33). First, notice that the sequence
{M\r}x fulfills the conditions (1.4.30) in Theorem 1.4.4. Hence, {e *'};~; has a biorthogonal
family {qx}x>1 in L?(0,T) satisfying the estimate (1.4.32). Therefore, we can formally solve
(1.4.33) by setting

u(t) =o(T —t) =Y crar(t). (1.4.34)

k>1

Indeed, plugging (1.4.34) in (1.4.33), we (formally) obtain

T T
/ u(t)e M dt = ch/ g(t)e Mt dt = ¢, Vi > 1.
0 k>1 0
Step 2. In order to conclude, it suffices to show that u € LQ(O, T) and, equivalently, v € L2(0, T).
T
To this end, using the bound (1.4.32), with e = 3 it follows that

HUHH(O,T) = HUHLQ(O,T) < Z ’Ck\HCIkHB(o,T)
E>1
o= MT/2

< Crllyollz2(0,1 Z U
k>1 2

e~k (n*T/2)
< Crllyollz2 (0,1 Z 5 < +00,
E>1
which yields that the control function v belong to L?(0,T) and concludes the proof. O
Summarizing, in order to apply the moment method, we must, at least, check that:

e a biorthogonal family {qx}r>1 exists;

e the formal series (1.4.34) that define v converges. To this end, we need an L? upper bound
of qp, Vk>1.
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As mentioned in [17], it is possible to consider a more general second order self-adjoint operator
instead of —d,,. Notably, one can consider an operator A of the following form

(Ay)(z) := (a(z)y'(2)) + d(z)y (), (1.4.35)
where a € C?([0,1]), d € C([0,1]) and for a constant ¢; > 0, we have
a <a(zx), ze€(0,1).

It is known (see for instance [78, 87] ) that —A with homogeneous boundary conditions possesses
an increasing sequence of eigenvalues {\;}r>1 and eigenfunctions {pg}r>1 so that, for v =

1 1
/ a(x)”2 dx, we have
0

2
M= T+ 8R4 00), (Dl = /A fork oo, (1430

for some constants co, 8 > 0.

Remark 21. Notice that, the sequence {\;}r>1 given above may contain negative elements.
However, by observing that A\; goes to +o0 as k — +o00, one can find ky € N such that for all
k > ko, Ar, > 0. Thus, by choosing M > 0 sufficiently large and setting MNe = A\ + M, we
construct a strictly positive increasing sequence.

By easy calculations, one can show that the sequence {5\;{}1{21 satisfies all the conditions in
Theorem 1.4.4. Therefore, the proof of the null controllability of (1.4.25) given in Theorem 1.4.3
can be easily adapted to the operator A defined in (1.4.35) to obtain similar result. Indeed, in
the present context, it is not difficult to prove that the associated moment problem takes the
following form

T -
/ u(t)e Mt dt = ¢y, Vk > 1,
0

T pl
where u(t) := eMo(T —t) and ¢}, = e// yo(x)pr(z) de.
2:(0)] Jo
Proceeding as before, one can see that a formal solution to the above moment problem takes

the form

u(t) = crar(t),

k>1

where {gj }x>1 is a biorthogonal family to {e*)"“t}kzl in L?(0,T). Hence, the control function
is given by
v(t) = ere Migp(T —1).
E>1

Finally, using the bound of the biorthogonal family given in (1.4.32) and arguing as previously,
one can show that v € L*(0,T).

To our best knowledge, the question whether similar results hold true in the framework of a
general degenerate diffusion coefficient is completely open.

Remark 22. Let us remark that, the null controllability result, via boundary and distributed
controls, holds for scalar parabolic equations in arbitrary small time 7. This is due to the fact
that the parabolic operator possess the property of infinite speed of propagation. However, this
is not, in general, true for various control problems. See for instance, Chapter 6 where we have
proved that the pointwise null controllability for a degenerate heat equation holds if and only if
the control time T is greater than a quantity Ty € [0,00]. See also [77] for the same result for
the nondegenerate sitting.



Chapter 2

Inverse problem for degenerate
coupled systems

This chapter presents an inverse source problem for a cascade system of n coupled degenerate
parabolic equations. In particular, we prove stability and uniqueness results for the inverse
problem of determining the source terms by observations in an arbitrary subdomain over a time
interval of only one component and data of the n components at a fixed positive time over the
whole spatial domain. The proof is based on the application of a Carleman estimate with a
single observation acting on a subdomain.

The results obtained in this chapter are presented in the research article [12], in collaboration
with Abdelkarim Hajjaj, Lahcen Maniar and Jawad Salhi.

2.1 Introduction and main results

This chapter is devoted to the question of the reconstruction of all the source terms for a
degenerate parabolic system of n coupled equations, with the main particularity that we observe
only one component of the system. More precisely, we consider the following parabolic linear
system of n-coupled degenerate equations, with n forces:

;

Oy1 — di(a(z)y1z)z +Zbljyj f1, (t,z) € Q,

7j=1
3

Orya — do(a(z)y2)e + Y bojy; = fa,  (L,x) €Q,
7=1

(2.1.1)
atyn - n x)ynm + anﬂ/j fny (t,$) € Qa
_0 yi(t = 0, (WD),
" (ayie)( =0, (SD),

€ (0,7), 1< k <mn,
(0, 90) P (@), yn(0,2) = yp(x), 2 €(0,1),
Where(yg)lgkgn € L*(0,1)", T > 0 fixed, the coupling terms b = brj(t,x) € L(Q) (1 <

k,j < mn) and the function a is a diffusion coefficient which degenerates at 0 (i.e., a(0) = 0) and
satisfies the Hypotheses 1.2.3 and 1.2.4.

40
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Equivalently, the previous system can be written as

Y —DAY +BY = F  (t,z) € Q,
CY =0, (t,z) € %, (2.1.2)
Y(0,2) = Y(x), z € (0,1),

where ¥ := (0,7) x {0,1}, D is a n x n matrix, B is a n x n matrix, Y = (yx)1<k<n is the state
and F = (f1, f2,..., fa)*. The operator DA is defined by DAY = (di(ay12)a; -, dn(aynz)z) for
Y € D(DA) c L*(0,1)".

The boundary condition CY = 0 is either Y (0) = Y (1) = 0 in the weakly degenerate case
(WD) or Y (1) = (aY;)(0) = 0 in the strongly degenerate case (SD).

We are interested in answering the following inverse problem: can we retrieve the source
terms f1, ..., fn in system (2.1.1) from incomplete data, that is to say, from a reduced number
of measurements of the solution?

For this purpose, we define the zone of measurements w to be a nonempty open subset of
(0,1). For tg € (0,T), we shall use the following notations Q:, = (to,7") x (0,1), wy, = (t0,T) X w

T+ 19
and T' :=

some condition otherwise uniqueness may be false, see [158]. Let Cy > 0 be given. In [115, 63],
the authors make the assumption that source terms f satisfy the condition

. Let us recall that in inverse source problems, the source term has to satisfy

|fi(t, z)| < Colf(T', )|, for almost all (t,z) € Q (2.1.3)
Therefore they define the set S(Cp) of admissible source terms as
S(Co) := {f € H'(0,T;L?(0,1)) : fsatisfies (2.1.3)}.

The main goal of the present work is to recover all the source terms fi (1 < k < n) using the
following observation data:

(ayka:)a:(T/a ')7 VEk:1 S k S n, y1|wt0 and y1t|wt0-

Our contributions are:

e identification of all external forces term for n-coupled degenerate parabolic system (2.1.1)
from a few interior measurements,

e the reduction of the number of observations, and
e a global stability estimate (of Lipschitz type).

Apart from some of the papers mentioned in the introduction of this thesis for inverse
problems and controllability of parabolic systems, to the best of our knowledge, inverse source
problems for coupled systems of n equation with n > 2 were never considered even in the case
of non degenerate parabolic coupled systems.

Motivated by this reason, the present chapter is devoted to the study of an inverse source
problem for such coupled degenerate systems. More precisely, we will follow the approach
introduced by Imanuvilov and Yamamoto in [115] for the treatment of uniformly parabolic
problems which is based on the use of global Carleman estimates. For this purpose, we use and
extend some recent Carleman estimates given in [84]. As a consequence, we prove a stability
estimate of Lipschitz type in determining all the source terms from the knowledge of some
measurements of only one component of the solution. To our knowledge, this work is the first
one concerning Lipschitz stability results in inverse problems for degenerate coupled systems
such as (2.1.1).

For fixed T > T’ > 0, our first main result is the stability for the inverse source problem.
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Theorem 2.1.1. Let Cy > 0 and assume that for some open subset wy C w, we have
br—1k > bo >0, in (to,T) Xwo, Vk:2<k<n. (2.1.4)

Then, there ezists C = C(T,ty,Coy) > 0 such that, for all fi, € S(Cp) and y,g e L*0,1) (1<Ek<
n), there holds

S il = O (D Mapa)o (T MBagoy + 12y + lnilFage,y) ) (2:15)
k=1 k=1

A brief idea of our strategy is as follows. First, we establish a Carleman estimate with a
boundary observation for a single degenerate equation. Then, using a localization argument
we deduce a Carleman estimate with a distributed observation for one degenerate equation.
Summing up these inequalities we obtain a Carleman estimate for the coupled system with
distributed observations of each equation which could be used to show Lipschitz stability estimate
in the determination of the source terms from interior measurements of all components of the
system. In a second step, by using the equations we try to reduce the number of measurements
obtaining a Carleman estimate with a single observation acting on a subdomain. Finally, this
estimate is successfully used along with certain energy estimates to obtain the stability result
for the inverse source problem of n-coupled degenerate parabolic equations by measurements of
one component.

Remark 23. e Theorem 2.1.1 provides a global Lipschitz stability estimate that extend the
one obtained for a single degenerate heat equation by Cannarsa, Tort and Yamamoto [63]
to the case of more general cascade coupled systems. The main difference between our
work and [63] is that we consider a coupled system of degenerate parabolic equations, and
the additional data are given only for one component of this system.

e Although theorem 2.1.1 provides a useful stability result, we note that it does not ensure
that the inverse problem has a unique solution because the class S(Cp) is not a vector
space.

An important case is when the unknown source terms of (2.1.1) take the form
fe(t,z) = gr(x)ri(t,x), Vk:1<k<mn, (2.1.6)

where gj, are the unknown functions of L?(0,1) while 7, € C([0,T] x [0,1]) are the given
functions such that
Vx € [0, 1] ‘Tk(T/,$)| > d, (2.1.7)

for some given constant di > 0, 1 < k < n. We denote by & the space
& = {gr(x)r(t,x) for some g € L*(0,1)}.
The following holds.

Lemma 2.1.1. The space & (1 < k < n) is included in S(Cy) for

1 0
Co = sup (d— sup %(t,x)‘)
1<k<n Nk yeg! Ot

The proof of this Lemma is similar to the one of (2.4.16) so we omit it.
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As an application of Theorem 2.1.1, we can determine gi(z) (1 <k <n)in

2
Oyr — di(a(x)y1z)e + Z bijy; = o171, (t,z) € Q,

=1

Orya — dao(a(x)yog)z + Z bajyj = gore, (t,z) € Q,
=1

n (2.1.8)
atyn - dn(a(x)ymc)x + Z bnjyj = 3dnTn, (t7 513) € Qa
j=1
wED =0\ G0 =0, (D),
€ (0,7), 1<k<n,

( ) - y?(x) ‘7yn(0’x) = yg(x), HS (07 1)'

Here, we prove that we can uniquely recover the spatial components g, of the source terms from
the measurement of the solution over the whole spatial domain (0,1) at any fixed moment 7"
plus additional local observations in space and time of one component of the solution. This is
our second main result:

Theorem 2.1.2. Let 1, € C1([0,T] x [0, 1]) be a function satisfying (2.1.7). Then, there exists
C = C(T,ty,Cy) > 0 such that, for all fr = girr € & and fr = girr € &k the associated
solutions (i, ..., Un) and (Y1, ...,Un) of (2.1.8) satisfy

Zugk gkrrL2<01><c(ZH alGi = 1)a)e) (') [F 2o

(2.1.9)
151 = 1l T2y + 171 — ?]1t\|%2(wt0)>~

In particular, Theorem 2.1.2 provides the following uniqueness result: if the solutions (91, ..., Jn)
and (91, ..., Jn) of (2.1.8) associated to gi and gy satisfy

(aka)e(T', ) = (afka)a(T",-),VE: 1<k <n in (0,1),
g1="0 and g1t =9u in wy,
then

gr=2gr in (0,1),Vk:1<k<n.

This chapter is organized as follows. In Section 2.2, we discuss the well-posedness of the
problem (2.1.1). Then, in Section 2.3, we establish different Carleman estimates for parabolic
equations and parabolic systems. Finally, in Section 2.4, we apply the Carleman estimates to
prove the Lipschitz stability and uniqueness results.

2.2 Well-Posedness and regularity results
In order to study the well-posedness of system (2.1.1), we first recall the following weighted

spaces (in the sequel, a.c. means absolutely continuous):
In the (WD) case:

Hﬂ&l%z{yéL%&l%ya@in@ﬂ,vaﬁelﬂmJJMMyﬂ):ym):O}
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and

H2(0,1) := {y e HY(0,1) : ay, € H(0, 1)}.
In the (SD) case:

HN0,1) = {y € L2(0,1) : ylocally a.c. in(0,1], ay, € L2(0,1)andy(1) = 0}
and
H2(0,1) : = {y e HY(0,1) : ay, € HY(0, 1)}
= {y € L*(0,1) : ylocally a.c. in(0,1],ay € H}(0,1),
ayz € H'(0,1) and (ay,)(0) = O}.

In both cases, the norms are defined as follow

1Y% = 1917200 + IVayalza@ry:  ullFe = 1yl + 1(aye)oll 20,0

We recall from [5, 47] that the operator (A, D(A)) defined by Ay := (ayz)z, y € D(A) =
HZ(0,1) is closed negative self-adjoint with dense domain in L?(0,1). Hence, it is infinitesimal
generator of an analytic semi-group of contractions in the pivot space L2(0, 1).

At this point, as the operator DA with domain D(D.A) = H2(0,1)" is diagonal and since B
is a bounded perturbation, the following well-posedness and regularity results hold.

Proposition 2.2.1. (i) For all Y° € D(DA) and F € H*(0,T; L*(0,1)"), the problem (2.1.2)
has a unique solution

Y € C([0,T], D(DA)) N C*(0,T; L*(0,1)).
(ii) For all F € L*(Q)", Y° € L*(0,1)", and € € (0,T), there exists a unique mild solution
Y € H'([e,T],L%(0,1)") N L?(e, T; D(DA)).
If moreover, F € H*(0,T; L*(0,1)") and ¢ € (0,T), then
Y € C([e,T], D(DA)) N C'([e, T}; L*(0,1)™).

Proof. The proof of statements (i) and (i) mainly follows from the fact that (DA, D(D.A))
generates an analytic semi-group in the pivot space L*(0,1)". Then it suffices to apply standard
semi-groups theory: for example [34, Proposition 3.3] in the case F € H'(0,T; L*(0,1)") and
[34, Proposition 3.8] in the case F € L*(Q)". O

2.3 Global Carleman Estimates

In this section we give a new global Carleman estimate for the system (2.1.1). To this end, as
in [63], we introduce the following time and space weight functions

1
(t —to)X(T — )%’

w(:r):—’;/(/oxcfwdy—d), and n(t) =T +ty — 2t,

where tg > 0 is a fixed initial time, 7" > 0 is a final time and where the parameters v and

ot z) == 0)v(z), O(t):=

(2.3.1)

xX

d > d* :=sup / v dy are positive constants that will be chosen later.
[0,1] Jo a(y)

In order to state our fundamental result, we need to show first some Carleman estimates in

the case of a single parabolic degenerate equation.
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2.3.1 Carleman estimate for one degenerate equation

In this subsection we shall establish a new Carleman estimate for the solution of the following
parabolic equation

Yt — d(a(x>ym)z = fv (t,l') € Q:

y(t,1) =0, t e (0,7),

{y(t, 0)=0, for (WD), feO.T) (2.3.2)
(ay;)(t,0) =0, for (SD), T

y(ovx) - yﬂ(x)’ T e (07 1)?

where d > 0 is a positive constant, f € L?(Q) and 3° € L?(0,1).
The following Carleman estimate will be crucial for the aim of this section. Note that the
Carleman estimate needed in this work is different from the one showed in [5] where, however, the

395 72 (that
a(x)”

were sufficient for control purposes). For inverse problems, these estimates are not sufficient to
conclude. Hence, as in [115], we need to complete the above result with the estimate of the

Carleman inequality was derived to bound just the integrals of s@a(m)yg and s

integrals of —ny and 89%|77¢|y2.
s

Theorem 2.3.1. There exist two positive constants C and sy, such that every solution y of
(2.3.2) satisfies, for all s > sg,

1 3 2 2 3n3 a? 2\ 2s¢
//to (s&yt + 502 |ny|y* + sOda(x)ys + s°60 da(x)y )e dx dt

T
gc( // f2e%5% da dt + sva(1) H(t)yi(t,l)e%“’(t’l)dt). (2.3.3)
Q1

to

Proof. The proof is based on the methods developed in [63]. Given a solution y € L%(to, T'; D(A))N
H'(to, T; L*(0,1)) of (2.3.2) and a positive number s > 0, define w = ye*? for a.e. (t,x) € Qy,.
We first prove a Carleman-type estimate for w and then we deduce the expected estimate on y.
First of all, observe that w satisfies

Pfw+ P w = fe*?,

S

where

Prw = —d(aw,), — spiw — s*dag?w,
P;w = wy + 2sdapyw, + sd(apy)w. (2.3.4)

S

Moreover, w(tg,z) = w(T,x) = 0. This property allows us to apply the Carleman estimates
established in [5] to w with @y, in place of (0,T") x (0,1) and d0;(ady-) instead of 0;(ady-),
obtaining

2
- X
HP;wHi2(QtO) + ||P; wHiQ(QtO) + //Qt (SGda(:r)wg + 5393mw2> dx dt
0
T
<cf // JRee dudt + sya(1) | 0(0wA(t,1)dt). (23.5)
Q1 to

The operators P~ and P, are not exactly the ones of [5]. However, one can prove that the

Carleman estimates do not change.
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1
Using the previous estimate, we will bound the integral / / —ew? dx dt. In fact, we have
S
to

1 1
Wy = <Psfw — 2sdapywy — Sd(a@v)ww)

Vs Vs
1
= —PFP; w— 2vdV sOxw, — ydV sbw.
<0 g Y

1
Therefore, using the fact that -0 is bounded, it results
s

// —wt dz dt
Qg

< (Pl + ]
to
_C(HPS_wHiQ( //Q s@—aw d:ndt+//Q sOw? da:dt (2.3.6)

2
Since the function x — — is nondecreasing, then one has

1
// se—aw dx dt < // sOaw? dz dt. (2.3.7)
Qtq a(1) Ja,

Moreover, in what follows we will also need to estimate / sOw? dz dt. In particular, using
Q

to

sO0xw? da dt + // sOw? da dt)
Q

to

Young’s inequality, we have

3 2 1
// sOw? dxdt—s// Z((9 w )dedt
Qo Qo x2/3
2
// Gﬁw dmdt—|—4//Q sz dz dt.

to
2
Let p(x) = 2*/3a"/3, then since the function z — — is nondecreasing on (0, 1) one has,

a
22\ 2
p(a) = ()" < Cala).
Thanks to the Hardy-Poincaré inequality (1.2.9), we obtain
1.1/3 1 1 1
& wde = Muﬁ de <C | p)wide <C [ a(x)w?dz. (2.3.8)
o x%3 0 @ 0 ! 0 !
This gives,
2
// sOw? dz dt < C // (s&awi + 5303x—w2> dz dt
Qg Qtg a (2 3 9)
) 3.
<C // (SQdawg + 83932—102) dz dt,
Qi a
since d > 0.

From (2.3.6)- (2 3.9), we get

// —wt dz dt

2
- 2 3p3L" 2
SC’(HPS wHLQ(QtOﬁ//QtO s@dawmd:cdt—k//Q $°6° w dmdt). (2.3.10)

to
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In a similar way, to bound the integral / / 503 Imp|w? da dt, we have
Q1

// 30%]771/1]102 dedt < C// s02w? dx dt, (2.3.11)
Qg Q1o

since || < T' +t and |¢| < vd. By using inequality (2.3.8), we infer

3 2
// 02 w? dacdt—s// S5 W 3(93$ )idazdt
Q Q .%'/ a
<5// 92—/310 dx dt + — // Hg—w dz dt
o T (7
gc// sOaw? dx dt + = // 03—10 dz dt.
4 11 Qu, Qto

Therefore, since d > 0, we have for s large enough

2
// 893|mp|w2 dr dt < C’(// sOdaw? dx dt + // 3032 w? d dt). (2.3.12)
Qg Qtg to da

From inequalities (2.3.5), (2.3.10) and (2.3.12), one obtains

2
// wt +392|771/J|w + sfda(z)w? + 5363 ’ w2) dx dt

da(z)
T
< c 2625 da dt + sya(1) / 0(t)w2(t,1) dt).
Qto to
Consequently, we obtain the estimate (2.3.3) which completes the proof. O

From the boundary Carleman estimate (2.3.3), we will deduce a Carleman estimate for
equation (2.3.2) on a subregion

W= (d, ) € wy Cw. (2.3.13)

To this aim, let us set w” = (a”,8”) € W’ and consider a smooth cut-off function & € C*°([0, 1])
such that 0 < &(x) < 1 for z € (0,1), £(x) =1 for x € [0,a”] and &(x) = 0 for z € [, 1].
Our first intermediate Carleman estimate is thus the following.

Proposition 2.3.1. Let T' > 0. Then, there exist two positive constants C and sy such that,
for every y° € L*(0,1), the solution y of equation (2.3.2) satisfies, for all s > sg

e )g%m dz dt

SC( , §2f2625"9d:vdt+/l (f2+3292y2)625‘0d:vdt),
to wto

! 2
// (Eyf + 502 lmb|y? + sbda(x)y? + 8393%y2
: (2.3.14)

where wy, := (to, T) X w'.

In order to prove the above estimate, we need the following Caccioppoli’s inequality, whose
proof is inspired from to the one in [2] (for the reader’s convenience, we give it in the Appendix).

Lemma 2.3.1 (Caccioppoli’s inequality). Let W' and " be two nonempty open subsets of (0,1)
such that w" C W' and (t,x) = O(t)o(x), where o € C*(w', R). Then, there exists a constant
C > 0 such that any solution y of the equation (2.3.2) satisfies

//// y2e25? dx dt < C’//, (f* + s%0%92)e*? da dt. (2.3.15)
Yo Yo
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Proof of Proposition 2.3.1. Define w := £y where y is the solution of (2.3.2). Then, the function
w satisfies the following equation

we — d(a(2)wz)e = £f — d(a(2)éay)e — da(x)Seye,  (t2) € Q,

w(t,1) =0 and te (0,7), (2.3.16)

w(0,2) = &(2)y"(2), z € (0,1).
Therefore, applying the Carleman estimate (2.3.3) to equation (2.3.16) and using the definition
of w, we have

// wt + 502 Imp|w? + sfda(x)w? + s36° w2>62‘9“" dx dt

da(z)

0 (2.3.17)
< C// §2f2 + (d(a(@)éay)e + da(w)ﬁxyzf)em da dt.
to
From the definition of ¢ and the Caccioppoli inequality (2.3.15), we obtain
// )ExY)z + da(:c)gwyx)%?s“’ dx dt
Q1
gqﬂ(ﬁ+ﬁWWMﬁ
w{’o
<C // (f? + s20%y*)e*% dx dt. (2.3.18)
wto
Moreover, since £y, = w; — £y, then we get
// sOda(x)y2E2e*? dx dt
Qi
< C’ // sOda(z)w2e*? dx dt + // 5%0%y2e?? dx dt), (2.3.19)
Qtg wi,
for a positive constant C.
Finally, combining (2.3.17)-(2.3.19) we deduce the desired estimate. O

Proposition 2.3.1 gave a Carleman estimate in (0,a’). Now, using the non degenerate Car-
leman estimate of [106, Lemma 1.2] which remains true when we replace 0(t) =
1
(t —to)X(T — t)*’
interval (8',1). For more details about this modification of the time weight function, we refer

to [2, Remark 1].

1
—_— __p
HT —1)

we are able to show a Carleman estimate to equation (2.3.2) on the

o(t) =

Proposition 2.3.2. Let T' > 0. Then, there exist two positive constants C' and sg such that,
for every y° € L*(0,1), the solution y of equation (2.3.2) satisfies, for all s > sg

= 2
// (Eytz + 502 ipply® + sOda(x)y? + 8393%
to

(@)
SC(/Q

C2f2625q> dax dt + // (f2 + 53933/2)628‘13 dax dt),
wgo
where ¢ :=1—¢ and ®(t,z) == 0(t)U(z), U(z) = e’ — 1ol with p > 0 is a positive constant
to be chosen later, o is a C*([0,1]) function such that o(z) > 0 in (0,1), 0(0) = o(1) = 0 and
ox(z) #0in [0,1] \ @, @ is an arbitrary open subset of w.

y2) €262S(I> dr dt
(2.3.20)

to
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Proof. The function z := (y is a solution of the uniformly parabolic equation
2t — d(a(-f)zx)w =(f - d(a(:v)(xy)x - da(£)§x?/ac7 (t, l‘) € Q,
z(t,1) = 2(t,0) =0, te(0,7), (2.3.21)
2(0,2) = ¢(2)y°(x), z € (0,1),

since z has its support in [0,7] x [o”, 1].
Hence, by [106, Lemma 1.2] we have

// 7+ 5027+ 507 2) 252 gy dt
to

<C < //Q ¢ f2 (a(z)Cey)z + da($)nyx)2) e>?® dx dt + //wgo $30322e2® do dt)

gc(/@

to

C2 122 du dt + // ) (2 + y2)e*® da dt + // / $3032%e>® da dt) .
wto wto

Therefore, using the Caccioppoli inequality (2.3.15) and the definitions of z and ¢ we deduce

1
// (—zf + 5022 + 3393,22) e*5® d dt
o s6
S C(/ <2f2€28© dox dt + / f2€28q) dx dt + // 5393y2€25<1> dx dt) )
Qto w%o wgo

From (y, = 2, — (y and supp (, C w”, we obtain

// sOy2C2e®® dadt < C < // 5022e%® da dt + // s0y2e**?® dx dt)
Qg Qtg Wi

<C ( // $022e*® dx dt + // s30%y2e**® dx dt) ,
Qg Wio

for s large enough.
3
Furthermore, using the fact that s02 |ni|2* < Cs*0%22, by (2.3.22) one has

// 30%]n¢]y2§2623¢ dx dt = // 30%\7]1/1\226284’ dx dt
Q1o Qto

< C(/ C2f2628‘1> dax dt +/ f2628<1> dx dt + // 8363y2625¢’ dx dt) ]
Qg wy Wi

The estimates (2.3.22)- (2.3.24) lead to

to

< C(/ <2f2€2$<1> dz dt + // f262$‘1> dx dt + // 53933/2625(1) dax dt) ]
Qto wéo w{o

Taking into account the fact that da(xz) > 0 and > (0 in (/, 1), we deduce

$2
da(z)

1
// (—‘9%2 + 503 Imp|ly?® + sOda(x)y? + s36° y2>C2e2s¢’ dx dt
s
to

LL‘2
da(z)

< C(/ <2f2628<1> dx dt + // f2628<1> dx dt + // 8393y262s¢' dx dt) ]
Qto w,’go w

to

This proves Proposition 2.3.2.

(2.3.22)

(2.3.23)

(2.3.24)

(2.3.25)

(2.3.26)
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2.3.2 Carleman estimate for n-coupled degenerate equations

Now, we show the main result of this section, which is the w-Carleman estimate for the coupled
system (2.1.1). For this purpose, the parameters -, p and d will be chosen such that

1 4"(d — d*)
d > 4nd* 1 232
o200 ]loo " 20l el 2.3.28
d— d* <7<(4n_1)d(e — )’ ( N )

where n is the size of the system (2.1.1).

Remark 24. By (2.3.27) and proceeding as in [84, Lemma 3.1], it can be shown that the interval
e2pllolloo 4n

(d—d* "(4m —1)d

(e2Pllolle ep||"”°°)) is nonempty. Indeed,

e2pllolloo
d—d*
4" (d — d*) (620\\0\\00 — epHUHoo) — (4™ — 1) de?rlloll
(4 —1)d(d — d¥)
(d — 4nd*) e®rllolle — 4n (d — d@*) erllll=
(4" —1)d(d — d*)
_ (d — 4nd*) eplloliee [e"”””‘” _A4r(d—d¥)
(4" —1)d(d — d*) (d — 4nd*)

(4714_”1” <e2p||a||oo _ epnanw) _

Now, having in mind the fact that d > 4"d*, then choosing the parameter p in such a way
S <4n(d_d*)> the thesis foll
n e thesis follows.
77 ol \[d=47d)
We can then choose v in this interval.

From (2.3.27)-(2.3.28), we have the following result whose proof can be found in [84, Lemma
3.3].

Lemma 2.3.2. Let the sequence @y defined by
D =4"" D —p)+¢p, k=1,..,n. (2.3.29)
Then, we have
e <P <0, k=1,...,n.
e, =0< P, ;< <Py

Using Propositions 2.3.1 and 2.3.2 and the Hardy-Poincaré inequality we deduce an interme-
diate important result which could be used to show a Lipschitz stability estimate for parabolic
systems of determining n source terms from measurements of all components of the solution.

Theorem 2.3.2. There exist two positive constants C' > 0 and sg > 0 such that for all
(19, ..., 4°0) € (L*(0,1))", the solution (y1,...,yn) of (2.1.1) satisfies, for all s > s¢

Z T (yr) < CZ (// fEe®® da dt + /// $303y2e?® dx dt), (2.3.30)
k=1 k=1 Qty Yig
where

1 2
J(y) = //Q (Eyf + 502 Imbly? + sba(x)y? + 5393x—y2) %% du dt. (2.3.31)

. a(z)
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Proof. Since yy, is the solution of the system

k+1
Buyr, — di(a(2) Yo ) fk—Zbkjyj, (t,x) € Q,

yr(t, 1) =0, te (0,7),
yi(t,0) =0, for (WD),
(aykm)(tv 0) =0, for (SD)a

yk(oax) = y2($), S (Oa 1)a

applying Proposition 2.3.1, for s big enough, we have

(2.3.32)
€ (0,7),

1 3 x2 .
// . (@y%t + 502 |"7¢|y;% + s@dka(:v)y,%z + 5393 dra(2) y]%> 20250 do dt

k+1

< 0(// (fr — Z brjy;) e du dt
k+1
// fk - Z bkjy] + 3292 ) 25 dl’ dt)

k+1

<C Z (// §2y2625“’ dz dt + // ygeZS‘p dx dt)
+C ( // fEe?? du dt + // s20%y2e?? da dt> :
Qg wfso

On the other hand, since di > 0, we have

min(1, dy, — i // ykt+st92|171/)|yk

2
2 303 L7 2\ 2 250
+ sba(z)yi, + s°0 —a(:r)yk)& e**?dx dt

2
€z S
// . ykt + 503 ’77¢|yk + sOda(x )y;%gg + 5363 dka(az)y’%>§262 P dx dt.

Hence,

1 3 $2 .
// . (Eyit + 502 |mplyE + sba(x)ys, + 5393my2>§262 ¢ da di

k+1

< C’Z ( // Ey2e®? du dt + // 2e25¢ dt) (2.3.33)
+C ( // fEe?? dx dt + // s20%y2e?? da dt) .
Qo wi,

Moreover, since x .—> — is nondecreasing, we have

// 26252 d dt < — // 2e25% dg dt.
Qs 4o

Applying Hardy-Poincaé inequality to v := §yje ¥ one has

//5 25“’dmdt<0// x)v? d dt,
Qto Q
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and by v, = y;ze*? + £sb (x )yjew + &zyje’?, we obtain
a(x

2,2 25<p T sp s 2
o §y;e”dxdt < C o £y]xe + &s0——y;e’” + Ly e ) dx dt
to

a(x)
sc*(/Q

2
£2a(m)yj2-x62w dx dt —I—/ 525202x—y2~e25"9 dx dt
y
Q

Qt a(x)™?
Now, using the fact that 6 is bounded from below and since supp(&;) C W', one has

// §2yj2»6289” dx dt
Qx

2
<C / §20a(x)y]2~x628‘p dz dt + / 528292w—y]2-62w dx dt
62t() Qto a(m)
+C // 30y2 25¢ da dt.

Therefore, by taking the Carleman parameter s large enough, we obtain

// §2yj2-e2s‘p dx dt
Qx

1 2 3 3L2 2\ £2 2s¢
- <//t0 (s@a(x)ij—i—s 0 a(w)yj>§ e“*?dx dt (2.3.34)
—I—C// 3292yj2-623‘pdxdt.

wéo

Thus, combining (2.3.33) with (2.3.34), we deduce

to

{2&(:1:)1;]2625“’ dz dt) .

to

. 2
Z // (iyit + 507 WN@//% + s@a(w)y%x + 339396—%%) £2e25% dy dt
i H Q50 a(x)
< Z // 39a )y + 393 —— z* e >§2 25¢ v dt
- 2n =1 j= Jjx ( ) 7

(/ f2 2s¢p dx dt+// 202 25@ dx dt)

Qt
2 303 1‘2 2 2 250

o (s@a(x)ykx + 5°0 myk)g e25¢ do dt
// f2€28<p dax dt + // 82921/]%625@ dr dt) :

Qg Wi,

”M

and by this, it results that

2
Z // wiliha 502 |y} + sba(z)yt, + s°6° g(c )yk) 2% dz dt

<CZ/

2625 das dt + // 20%262 dg dt)_ (2.3.35)
Qto w:ﬁo
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Similarly, applying Proposition 2.3.2 to yi, the solution of (2.3.32), and using the Hardy-Poincaré
inequality, we obtain the estimate

2
X
Z // ykt+sé)2\nw\yk+s(9a( )y}‘iﬁsi”@"’myi)c?em da dt

<C Z // f2e*® da dt + // s03y2e?® dx dt) (2.3.36)

1
Since e2%¢ < €2®, B < € 4+ ¢? <1 and 6 is bounded from below, then by adding (2.3.35) and
(2.3.36) we obtain

2
€z S
E // kat + 507 [mblyz 4 sOa(z)yi, + SSOSmyﬁ) %% da dt

<CZ/

f2(325‘I> dx dt + // 8393y£625¢ dx dt) ,
Qg ‘*’20

for s large enough. This ends the proof. O

Let us recall that our goal is to determine the source terms fx, k € {1,...,n} from measure-
ments of one component of the solution using data on a prescribed subregion w of (0,1). To this
aim, the key point is given by the next lemma which play a crucial role to absorb the observation
on the components yi, k € {2,...,n}.

Lemma 2.3.3. Assume that Hypothesis (2.1.4) is satisfied. Let € > 0, k € {2,...,n} and two
open sets Oy and Oy such that W' C O1 C Oy C wy, wAheTe we recall that W' is given in (2.3.13).

Then, for alll € N*, there exist positive constants C,l and J such that every solution (y1, ..., Yn)
to (2.1.1) satisfies

Lo, (1, Pr, yx)
k1

1
< sZJ ; +Ok(§j£oo (1 ®-1.97) + (1+ D)Ly (J: Bro, 91 ) (2:3.37)

7=1

// $2—2p21— 2 ki 625%_1 —|—f]?€25q>k)dl’dt,
Qg

with Lg(l, ¢,y) = // st0y2e?5? dz dt, 1= max(3,2] — 3) and J = max(3,2] + 1,4l — 5).
Bx(to,T")
In this inequality, we take yx+1 =0 when k = n.

Proof. The proof follows the one of [84, Lemma 3.7], but it is different due to the fact that we have
to deal here with a non-homogeneous system. For this reason we only point out the difference
that appear when we consider the nonhomogeneous system (2.1.1) in place of homogeneous one.
Let us consider a nonnegative smooth cut-off function x € C°°(0,1), such that

1, e O,
0<x@ <1 x(x) = { v IS e (2.3.39)

Xl‘ XZUJ?
and € L>(0,1), € L*°(0,1
VX VX ©.1)
Observe that, the k — 1th equation of the system (2.1.1) can be written as

k—1

b1kl = —Yi—1+ + di(a(T)Yk—12)a Zbk 1Yj + fe—1-
7=1
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Multiplying the above equation by Bixyk, with 8 = s'0'e?5®x

O1 C wp by (2.1.4), it follows that

, and integrating on (), since

boLo, (I, Pr, yx) < //Q be—1kBk XY} da dt
to

Ko

to

K3

Ky

k1
-> // br—15Y; Bk XYk dx dt + / Jo—1Brxyr dx dt. (2.3.39)
j:l Qio Qto

At this stage, we assume that the following inequality holds (its proof is similar to the one of
[84, Lemma 3.7], but we repeat it in the Appendix for the reader’s convenience).

Lemma 2.3.1. For all e > 0 and | € N*, there exist positive constants ij and J such that

k+1
Ky + Ko+ K3 < Z// 39a (2)y2, + 5°6° ”f ) j) €25 du dt
Qo

1
+ Ck ( Z Loy, Pp_r,y;) + (1+ g)ﬁoo(Ja Pp1, yk—l)) (2.3.40)
=1

+ // lyr—1B8kx fr| dx dt + C // | 182107 e Py | da dt,
Qt() QtO

where | = max(3,2] — 3) and J = max(3,2] + 1,41 — 5).

Let us continue with the proof of Lemma 2.3.3. Using Young’s inequality one has

//Q o1 B fi| e dt = // (o102 £y | dr dt
t

// A=) g2(=1) 2250k dmdt+4// $20%x 22250 da dt (2.3.41)
Qig t

C /] ‘fk_l521—102l—1X628¢’k,1yk_1‘ dx dt
Qo

< // 82(l_1)¢92(l_1)f]31628¢k_1dl’dt—|—i// 92\ 2yE 2Pt drdt.  (2.3.42)
Qto QtO

Similarly,

Ky = / fk_lslﬂlxezs(b’“yk dx dt
Q

-

But by Lemma 2.3.2 we know that

32(l_1)02(l_1)f,?,leQS(N)’“_“’) dx dt + i // 3292)(23/,%625“" dx dt.
Q1

to

625(2<I>k750) < 623<1>k,1 )
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Therefore

K, < // s2U=Dg2(= 1)f eV dp dt + = // s202x2yre?s? dx dt.
Q1 Q1

a(z)

Now, at this level, using the fact that supp x C Op and thus —5= is bounded in O, then for s
x

large enough,

2
K, < // 52l7202172f,§_1625¢’°*1 dx dt + < // 3393$—y2625‘p dx dt. (2.3.43)
Q1 2 Jq, a(x)

Putting together inequalities (2.3.39)-(2.3.43) and using the fact that ®; < ®j_;, we finally
obtain

Lo, (1, @, yr)
k1

1
<€Z~7 Yj +Ck(zﬁoo (1, P 1:3/])+(1+g)£00(<]7q)k717yk71)>
7j=1

// 2l 202[ 2 k_1€28¢‘k,1 + f,?erq)k)d.fC dt.
Q1

O]

As a consequence of (2.3.30) and Lemma 2.3.3, we deduce the following fundamental Carle-
man estimate for the system (2.1.1) with one observed component.

Theorem 2.3.3. Assume Hypothesis (2.1.4). Then, there exist R > 3 (only depending on n),
two positive constants C' and so such that every solution (yi,...,yn) of (2.1.1) satisfies, for all
s 2 S0,

ZJ (k) <c Z // sTOR f2e25%k dx dt + // y? d:cdt (2.3.44)

Proof. To prove Theorem 2.3.3 we will follow the same argument given in [108] and which is
used to obtain the null controllability property for nondegenerate cascade parabolic systems
with one control force. Given wy C w, we choose w' € wy and let Y = (yi,...,y,)* be the
solution to (2.1.1) associated to Y° € L?(0,1)". From the definition of £z(I, $,y) and recalling
that ®,, = ®, by (2.3.30) we have

Y 2 2s5P, T 3
;ﬂywcz(c (3, B, ) // FRe das dt). (2.3.45)

For k = 2,...,n, let us introduce the following sequence (Ok) of open sets, such that

2<k<n
W €0, €0, 1 E..E0Oy €wy We begin by applying formula (2.3.37), for k =n, | = 3,

1
01 =W, Oy = (’) and ¢ = — (with C is the positive constant appearing in (2.3.45)). Thus,

20
from (2.3.45), we obtain
n n—1 1
< ’ —
;J(yk) C ;cw (3, P, i) + 557 (9n)

n—2
tC, (Zc~ (1, o1, yp) + (1+20)Lg (J,@n,l,yn,l))

// 22022 §2 25Pn1 | f2,25%n) dmdt+2/
s, Q

fre*®n dx dt] .

to
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For [ := max(?),lA, J), using the fact that ®,, < ®,_1 and L,/(l1, Pp_1,yx) < E@n(ll,fbn,l,yk),
we deduce that

ZJ ) < C ZE (I, Pr1, Yk +CZ// fre**®r da dt
Qtg

+ C// s 9R1 2S‘I>n—1 4 fTZLerq)”) dx dt, (2.3.46)
Qg

where C,, is a new positive constant and R; = 20—2. Observe that in (2.3.45) we have eliminated
from the right hand side the local term involving y,. We can go on applying (2.3.37) for

~ ~ 1
Ek=n—-1,1=1;, 01 =0,, O = 0O,_1 and ¢ = —— and eliminate in (2.3.46) the local term
Ls (l1, ®p—1,Yn—1)- By (a finite) iteration of this argument we obtain

Zj Yk) <C2E , (=1, @1, 51) —i—CZ/ fEe®®n dy dt
Qty

+CZ//Q fn-1glfin= (fRe*®r + fRe*5%k40) da dt,
to

for some positive constants l,,_1 and R, _1.
Now, since ¢, = & < ¢, and sup s
(t2)eQ

Ty 2// sftn-1gfin=1 e 28¢kdxdt+// yi d:cdt
Qr Wiy,

Finally, by setting R = R,_1 in the previous estimate, we end the proof.

n—1gln-1¢25®1 4 50 choosing s large enough we

readily deduce

k=1
O

2.4 Stability estimate and uniqueness for the inverse source
problem

In this section, we establish a stability and a uniqueness result using certain ideas from [63] and
[115]. More precisely, we obtain an inequality which estimates the source terms fx, k € {1,...,n}
over the entire domain (0, 1) with an upper bound given by some Sobolev norm of the solution
Y at some fixed time 7" € (0,7) and the partial knowledge of y; and %1, over the subdomain
w € (0,1). In proving these kinds of stability estimates, the global Carleman estimate obtained
in Theorem 2.3.3 will play a crucial part along with certain energy estimates.

Proof of theorem 2.1.1. Let us introduce Z :=Y; where Y = (y)1<k<n is the solution of (2.1.2).
Then, thanks to Proposition 2.2.1, one has

Z = (21)1<k<n € L*(to, T; D(A)) N H' (to,T; L*(0,1)")

and satisfies
—DAZ +BZ = I3, (ta$)€Qt0’
CcZ =0, (t,z) € Sy, (2.4.1)
Z(0,z) = Y;(0,z), z € (0,1),

Where Zto = (tO,T) X {07 1} and Ft = (f1t7f2t7 --~>fnt)*-
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Applying the Carleman estimate of Theorem 2.3.3 to problem (2.4.1), we get:

Z J(z) < C(Z // SRR 2,625k da dt + // 23 dx dt). (2.4.2)
k=1 k=1 Qto Wtg

Let us note that, if we replace / / stk f,?teQS‘Dk dx dt by / f,?te%@ dx dt, the inequality
QTO QtO
(2.4.2) would be the kind of estimate that one would obtain when dealing with the more standard

inverse problem that consists in retrieving the source term f in the scalar equation y; — (ays )z =
f. Hence the next step mainly consists in adapting the reasoning of [63] to the present case,
taking into account this extra term and the coupling of the equations. We shall first prove the
following lemma.

Lemma 2.4.1. There exists a constant C = C(tg,T') > 0 such that for every k € {1,...,n}

k+1 k+1

/0 1 (1) +3° by (1)) €20 di < O () + > Iw)). (24.3)

Proof of Lemma 2.4.1. Since

k+1

2s<p(t7x) _
tli)n() < )+ Zbk]y] ) 0, fora.e.x € (0,1),
we can write
1 k+1
[} (S
9 k+1
frd —_ + bk- y ) 28@) dt dx
/O/to at( Z 797
I
L sy k+1
- 2// (Zk * Z bkjyj) (Zkt + Z bkj.%‘t)e?w du dt
0Jt st 2
I

k+1

// 250, zk—}—Zbk]yJ) e“*Pdxdt. (2.4.4)

Using Young’s inequality and taking into account the fact that by; € L°°(Q), we estimate

1 T/
I =2 // Vs0 Zk + Zbk]y]) <2kt + Z bkjy]t>e ¢ dx dt
0Jtg

k-‘rl 2 k+1

SC// 592k+230y]+ —i-zyﬁ) *? d dt.
Q1 =1

Moreover, applying once more Young’s inequality, one has

2
// sOy2e>? dar dt = // 0((“5) o 28%0) (= )uze 28@) da dt
to

a(z)

a(:L‘) %2 250 z? 250
4//@0 59(7> yje dmdt—|—4 . Sea(x)yje dx dt.

(2.4.5)

<
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Arguing as in (2.3.8), by the Hardy-Poincaré inequality applied to y;e*?, we obtain

2
x
//Q s@y] o259 dxdt<0//Q 30(1 yj$+59w$y]] + 303 e ) ]> 250 qo dt
to

< C’// 56a y]x + 5303 —— v’ y]> 25¢ da dt. (2.4.6)
Qo a(x)
Similarly, we have
22
// s0z2e% dx dt < C’// sé?a T)z2, + 839372’,%) %% du dt. (2.4.7)
Qt() Q a<$)
On the other hand, since || < Co2 |ny|, it follows that
1 7T’ k+1
Iy = // 28(,015 2k + Zbkjyj) e dg dt
0Jtg
. (2.4.8)
< C // 502 |mb| 22 e*? da dt + Z // 502 |n¢|yj2<e2s“’ dz dt).
Thus, (2.4.4)-(2.4.8) yield the estimate (2.4.3). O

Going back to the proof of Theorem 2.1.1, we note that the k-th equation of the system
(2.1.2) can be written as

k+1

2(T', ) = (a(2)Yne )2 (T +Zbkjyj = fo(T',) in (0,1).

Therefore,

// SRHGRHf,?(T', x)eQS(Dk dx dt
Qs+

< C(// L)Y ) 2T, ) sTEHLORL 2% oy dt
Q:

k+1

+ // (T + Zbk]yj T’> sHHlgh+125%k g dt).
Qt

In particular, since

Sup SR+1 9R+1 (t)628¢’k(t,.’12) <

(t,x)eq

oo,

the previous estimate yields

// SRJrleRJrlf']?(jwl7 .T)@qu)k d dt
Q

to
k+1
C(”(CKka)z(T’j)H%Q(O’l) +/0 ( + Zbk]yj ) IE)
Furthermore,

// SEFLQRFL £2(7 0)e25%% dy dt
Qg

1 k+1
=¢ (H(aykx)x(T/’ ')H%Z(o,l) * /0 (Zk )+ Z br;jyj T/)) e dx) ' (2.4.9)

7=1
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Finally, putting (2.3.44) and (2.4.2) into (2.4.9), we get

n

Z // 8R+19R+1f]3(T,,33)62sq>k dx dt

k=1 Qto

n

<C ZH Yk )w ||L2 0,1) + (j (?JJ)))

P
c(Znayk” 2001 + (»7 ))
P

3

k=1
n

<0 L lemala(T Mison + LAf SROR(2, + 2)e % o dt

=1

HyIH%2(wt0) + HyltH%2(wto)>- (2.4.10)

Next, using the assumption that f1,..., f, € S(Cy), one has

| fre(t, )| < Col fu(T", )|,
and

it )] < |fulT |+/Lmsmm<cm< o) (2.4.11)

Substituting this into (2.4.10), we obtain

n

Z // SR+19R+1f]3 (T,, x)€2$<1>k dx dt
k=1"¢

to

<C ( Z | (ayka)o (T, ')|’%2(o,1) + Z // SRQRflf(T', JU)ezscp’c dx dt
k=1 k=1 " Qto

+lly1ll72(, ) + IIyuHiz(wto)) (2.4.12)

By choosing s large enough we can absorb the second term on the right-hand side and obtain

Z / R"rlg]%-f—lf]?(zﬂl7 l’)eQSq)k d.’L‘ dt
Qo

< C(Z I(ayke)e (T", ) 2(0,1) + HZ/lH%z(wto) + ”yltH%Q(wto)>' (2.4.13)
k=1

Then we observe that, for a fixed € > 0, such that
to<T —e<T <T +e<T,

we may write

T +e

1
/ sEALYRFL £2( 7 )e25%% do dt < // sEFLYRFL £2( ) e25%k o dt
T'—e JO Qt

< C(Z [ (ayna)(T", ')H%z(o;) + HQIH%Z(MO) + ’ylt||%2(wt0)>'

k=1
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Consequently,
n 1 n
220y [ Ty dr < C ( Sl ayie)s (T30
k=1"0 k=1
+ Hyllliz(wto) - Hyulliz(wto)) (2.4.14)
where
K = Hlln 8R+19R+1€28¢'k > O

(t,x)€[T"—e,T"+£]%x[0,1]

Thus, in view of (2.4.11), we conclude that

Z/ fkt:cdmdt<CZ//fk x)dz dt
:CT;/O AT, x)dx

< c(Z (e )e (T, 20y + 13y + r\yu\r;(wto)),
k=1

for some constant C' = C(T,tp,Cp) > 0. This gives (2.1.5) and completes the proof of Theorem
2.1.1. O

Proof of Theorem 2.1.2. Theorem 2.1.2 follows dlrectly from Theorem 2.1.1: if we consider two
source terms F = (fk)1<k<n with fj, = grrk € & and F= (fk)1<k<n with fk = gxri € &, and
if we denote by Y = (41, ..,9n)* and Y = (§1, ..., 9n)" the associated solutions of (2.1.2), then
Z = (21, 20)" == (U1 — Y1, ---» Un — Un) ™ is the solution of the problem

Orz1 — di(a(z)z12)2 + Zbljzj (g1 — g1)r1, (t,x) € Q,

Orzo — da(a(z)z25)z + Z bajzj = (g2 — 92)72, (t,r) € Q,

(2.4.15)
Orzn, — d Zn:r: + Z bn]Z] gn)rnv (t, CC) € Qa

a(t1) = 0 { 21,(£,0) _0, (WD),
(azkz)(t,0) =0, (SD),
€ (0,7), 1<k<n,
21(0,2) =0, ..., 2,(0,2) = 0, z € (0,1).

One can easily check that fk — fk € §(Cy). Indeed, for fk = gxrr € & and fk = gk € E We
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have, fr — fx € H'(0,1,L%(0,1)). Then for all t € [0,7] and for a.e. z € (0,1),

W(t,x)‘ = ’(gk(x) —flk(w))zgzg(t?@‘

- . org
< T)— T su —(t,x
() — ”'@,@EQ‘ (k)|

sup ) Or (t, x)‘
< (@) — gila)) | L2E2

< Col(fx — fe)(T', )],

where, owing to (2.1.7),
1 0
Co= sup | — sup ﬂ(t,x)‘ .
1<ks<n \ ik (tz)eq ! O
Hence, we can apply Theorem 2.1.1 to obtain (2.1.9). O



Chapter 3

Controllability of
degenerate/singular cascade systems

In this chapter, we consider a class of cascade systems of n-coupled degenerate parabolic equa-
tions with singular lower order terms. We assume that both degeneracy and singularity occur
in the interior of the space domain and we focus on null controllability problem. To this aim,
we prove first Carleman estimates for the associated adjoint problem, then, we infer from it an
indirect observability inequality. As a consequence, we deduce null controllability result when a
unique distributed control is exerted on the system.

The results obtained in this chapter are presented in the research article [11], in collaboration
with Abdelkarim Hajjaj, Lahcen Maniar and Jawad Salhi.

3.1 Introduction and Main result

In this chapter we study the null controllability by one control force for a class of systems
governed by m-coupled degenerate parabolic equations in presence of singular coupling terms.
More precisely, for n > 1 given, we consider the following linear parabolic system

n

A1 =
Oy — di(a(@)y1a)e = ) r“yj +) gy =vly, (t2)€Q,
j=1

j=1
ey — da(a(x)yae)e — Y %?/j +) agy; =0, (tx)€Q,
j=1 " j=1
: (3.1.1)
Oryn — dn(a(@)ynz)e — > 72y + Y anjy; =0, (t,x) € Q,

=1
yk(t, 0) = yk(t, 1) = O, 1
ye(0,2) = yd(z), 1<k<n, ze(0,1),

where w is a nonempty open subset of (0,1), d > 0, 1 < k < n, T > 0 fixed, 1, denotes
the characteristic function of the set w, (y¥,---,y9) € L?(0,1)", is the initial condition, and
v € L*(Q) is the control.

Moreover, we assume that the constants Ap;, 1 < k,j < n, satisfy suitable assumptions
described below, and the functions a,bg;, 1 < k,j < n, degenerate at the same interior point
zo € (0,1) of the spatial domain (0,1) that can belong to the control set w (for the precise
assumptions we refer to section 3.2).

62
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Equivalently, the previous system can be written as

Y —KY —BY +CY =ejvl,, in Q,
Y(t0)=Y(t,1)=0, te(0,7T), (3.1.2)
Y(()?m) = Yo($)7 T € (07 1)7

where Y = (yr)1<k<n, the operator K is given by
K =DK, D=diag(dy, - ,dy),
and the differential operator K is defined by

Ky = (a(2)yz)e-

The matrix C = (akj)1<k,j<n has its entries in L>(Q), B is the singular matrix operator given
Ao
by B = (Bij)i<k,j<n, Where Byy := b—k]y, and finally e; = (1,0,---,0)* is the first element of
kj
the canonical basis of R".
The object of this chapter is twofold: first we analyze the well-posedness of the evolution
system (3.1.1); second, we investigate the effect of the singular coupling terms on observabil-
ity /controllability aspects of such kind of systems. In particular, our main controllability result

will be the following.

Theorem 3.1.1. Under the assumptions of Theorem 3.4.3, for any time T > 0 and any initial
datum (YO)* € L*(0,1)", there exists a control function v € L*(Q) such that the solution of
(3.1.2) satisfies

ye(T,) =0in (0,1), Vk: 1 <k <n. (3.1.3)

For the scalar case n = 1 (one equation and one control force), the null controllability of
a degenerate/singular parabolic equation has been established by G. Fragnelli and D. Mugnai
in[103]. Later on, in [113, 150] the authors considered a singular coupled system of degener-
ate parabolic equations (in divergence and nondivergence form) in the particular case of two
equations (i.e., n = 2), and showed the null controllability of this system under some technical
conditions on the coefficients.

In this work, as in [80, 84, 108], we want to generalize these results to the case of a general
cascade system of n linear degenerate and singular parabolic equations. To this end, we will
suppose that B and C have the following structure

A1 A2

A2y 0
bi1r b1
A Az Az 0
bor b2 ba3
0 sz s s
B= bza b3z b3y
)\n—ln
br_1n (3.1.4)
0 0 0 Jmncl A
bnnfl bnn
ail a2 a3 A1n
az1 22 @23 a2n

c=1 0 aszx a3z --- as,

0 0 *rr Qpp—1 App
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In addition, to obtain our main null controllability result related to system (3.1.2), we assume
that the singular matrix B is symmetric, i.e.,

Akk—1= A1k and  bgg1 = b1, Vk:2<k<n.

Remark 25. As we shall see later, the above assumption is used to obtain the well-posedness
result using semigroup theory, but the Galerkin method would prove that system (3.1.1) is well-
posed without imposing the hypothesis that matrix B is symmetric. However, this mentioned
assumption is required to get the observability estimate.

It is well known that the main tools when dealing with null controllability properties of PDE
are the so called Carleman inequalities. The main contributions are due to A. Fursikov and O.
Yu. Imanuvilov, who developed the use of a Carleman inequality to the null controllability of
classical (non degenerate) parabolic equations in [106].

To obtain Theorem 3.1.1, the first step relies on a Carleman estimate for the homogeneous
dual problem corresponding to (3.1.1), which is proved in Theorem 3.4.3. With the Carleman
estimate at hand, classical energy estimates (see Theorem 3.5.1) yield the observability estimate

1Z(0, )3 20,1 < CT// 22 (t, x)dzx dt, (3.1.5)
(0,7)xw

for the solution Z = (2x)i1<k<n of the dual homogeneous backward problem which, under as-
sumption (3.1.4) (cascade system), has the form

Bl k+1
Oczi + di(a(z) 2k ) o + Z %zj - Z ajrzj =0, (t,x) € Q,
j=k—1 = (3.1.6)

zk(t,0) =0, z(t,1)=0, te(0,7),
(T, x) = 2 (x), x€(0,1),

where 2! € L*(0,1) and 1 < k < n.

Let us remark that only one component of the unknown is observed. One calls this property
indirect observability since by observing only one component of the solution on w, one can
control all components of the state at the final time. Using the Hilbert uniqueness method, we
then establish an indirect controllability result, which means that we drive back the full coupled
system (3.1.1) to equilibrium at time 7" by only controlling the first equation of the system. We
refer to [4] for a discussion of various controllability and observability concepts.

The remainder of the chapter is organized as follows. In Section 3.2 we introduce the func-
tional analytic setting and recall some preliminary results, such as Hardy-Poincaré inequalities,
that will be useful for the rest of the chapter. In Section 3.3, we study well-posedness of the
problem applying the previous inequalities. In Section 3.4, we prove Carleman estimates and
we use them to prove observability inequality in Section 3.5.

3.2 Basic assumptions and preliminary results

In the following we will introduce the notions of weak and strong degeneracy for the real-valued
functions a and byj, j =k — 1,k Vk:1 <k <n, defined on the interval [0, 1]. Accordingly, we
will define suitable weighted spaces and recall some inequalities of Hardy-Poincaré type. These
results will play a key role for the study of well-posedness of the system under analysis.

As in the scalar case, the situation in which a and by, Vj =k—1,k Vk:1 <k < n, vanish
at the point xy can be quite different, and for this reason we distinguish four different types of
degeneracy. In particular, we consider the following cases (see, for instance [103]).
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Hypothesis 3.2.1. Double weakly degenerate case (WWD). There exists z¢ € (0,1) such that
a(xg) = brp(xo) = 0, a,bgr > 0 in [0,1] \ {zo}, a,bpr € C([0,1] \ {z0}) and there exists
K, Ly € (0,1) such that (z — zg)a’ < Ka and (z — x0)bj,;, < Libg a.e. in [0, 1].

Hypothesis 3.2.2. Weakly strongly degenerate case (WSD). There exists xg € (0, 1) such that
a(a;o) = bkk(w()) = 0, a, bkk > 0 in [0, 1] \ {:L’o}, a € Cl([O, 1] \ {IL’()}), bkk S Cl([O, 1} \ {.T()}) N
W1°°(0,1), there exists K € (0,1), Ly € [1,2) such that (z—z0)a’ < Ka and (z—x0)bly < Libge
a.e. in [0, 1].

Hypothesis 3.2.3. Strongly weakly degenerate case (SWD). There exists o € (0,1) such
that a(zo) = brx(20) = 0, a,bgx > 0 in [0,1]\ {zo}, a € C([0,1]\ {wo}) N W(0,1), byy, €
C1([0,1] \ {z0}), IK € [1,2), Lj, € (0,1) such that (z — z¢)a’ < Ka and (x — x0)byy, < Libgk
a.e. in [0, 1].

Hypothesis 3.2.4. Double strongly degenerate case (SSD). There exists zg € (0,1) such that
a(xg) = bpr(z0) = 0, @, by > 0in [0, 1]\ {zo}, a, bpr € CH([0,1]\ {zo}) NW1(0, 1), there exists
K, Ly € [1,2) such that (z — zg)a’ < Ka and (z — x9)bj;, < Liby a.e. in [0, 1].

For the non diagonal terms we shall consider the following cases.

Hypothesis 3.2.5. The function bg,_1 is weakly degenerate, that is, there exists z¢ € (0,1)
such that bgr—1(xo) = 0, brr—1 > 0 on [0,1] \ {zo}, brr—1 € Cl([O, 1]\ {zo}) and there exists
My, € (0,1) such that (x — x0)bj,_; < Mybgg_1 a.e. in [0, 1].

Hypothesis 3.2.6. The function b1 is strongly degenerate, that is, there exists xg € (0,1)
such that bgx—1(zo) = 0, bgg—1 > 0 on [0,1] \ {zo}, brr—1 € C’l([O, 1\ {zo}) N Wwh(0,1) and
there exists My, € [1,2) such that (z — 2)bj;_1; < Mgbgx_1 a.e. in [0,1].

To prove well-posedness of (3.1.1), as in [103], we start by introducing the following weighted
Hilbert spaces

Vi0,1) := {y e WH(0,1) 1 vay, € L(0, 1)},

1 o 1 .Y 2
Vi 01) = {y € VI0.1): —= € PO},

endowed with the respective norms defined by

yll3 == llyll7> 0,1) T IVay: |7 0,1)’
4 (0,1) (0,1)

ol =l + =],
a,bp a Vb 11L2(0,1)

For our further results, it is important to remind the following fundamental Hardy-Poincaré
inequality.

Lemma 3.2.1 ([103, Proposition 2.14)). If one of the Hypotheses 3.2.1, 3.2.2, 3.2.3 holds with
K + Ly, <2, then there exists a constant C* > 0 such that for all y € Val,bkk(o’ 1), we have

1 g2 1
/ —dzr < C’k/ ay? dz. (3.2.1)
0 Dkk 0

In our situation, due to the presence of singular coupling terms, the functional setting must
contain some information on the behaviour of the functions at the singularity. Thus, we introduce
the weighted Hilbert space

y
U = {y eVl (0,1): s L2(o,1)},
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endowed with the associated norm

Y

2
2 2

S

19117, Hy”v{ibkk \/bkk:i L2(0,1)

Using the weighted space introduced above, one can prove the next result.

Lemma 3.2.2. Assume that one among the Hypothesis 3.2.5 or 3.2.6 holds and let 0 < K, M, <
2 be such that
K6[072)\{1}7 O<Mk§2_K7

K=1 0<My<2—-K=1.

Then there exists a constant C**=1 > 0 such that for all y € Hy, we have

1 y2 1
/ dx < C’kk_l/ ay? dz. (3.2.2)
0 brk—1 0

Remark 26. It is well known that when K = M} = 1, an inequality of the form (3.2.2) does not
hold [103, Remark 2.15]. Being such an inequality fundamental not only for the well-posedness
but also to obtain the observability inequality, it is not surprising if with our techniques we
cannot handle this case.

3.3 Abstract setting and well-posedness

In order to study the well-posedness of problem (3.1.1), let us make precise our assumptions on
the parameters.

Hypothesis 3.3.1. Throughout this section, we assume the following hypotheses:
1. Either of the following holds:

e One among the Hypotheses 3.2.1, 3.2.2 or 3.2.3 holds with K+L; <2, Vk: 1<k <n
and we assume that

dg
Ak € (0, @), Vk:1<k<n. (3.3.1)
o Hypotheses 3.2.1, 3.2.2, 3.2.3 or 3.2.4 hold with Az < 0.

2. We shall admit Hypothesis 3.2.5 or 3.2.6 with 0 < K, M} < 2, satisfying

KE[O,Q)\{].}, O<Mk§2_K7

(3.3.2)
K=1 0<My<2-K=1,
and we assume that
Aot € (O A1A2> Ann—1 € (O M)
9 \/5021 b nn 9 \/icnn_l 9 (333)
VAN -1
)\kk—1€<0, W)v 3<k<n-—1,

where Ay, k € {1,--- ,n}, is given in (3.3.4).

Remark 27. The upper bound for the range of the coefficients of the singular terms considered
in (3.3.3) is required for the well-posedness of the problem. Thus, to look for controllability
properties, we will focus our study on this range of constants.



CHAPTER 3. CONTROLLABILITY OF DEGENERATE/SINGULAR SYSTEMS 67

Using the lemmas given in the previous section one can prove the next inequality, which is
crucial to obtain well-posedness and observability properties.

Proposition 3.3.1. Assume Hypothesis 3.5.1.1. Then there exists Ay, € (0, di] such that

1 1,2 1
Yy € Valbkk(o7 1), dk/ ay? dx — )\kk/ Iz > Ak/ ay? da (3.3.4)
’ 0 o bkk 0
Proof. If A\, < 0, the result is obvious taking A = di. Now, assume that Ay, € (0, %)
Then, by Lemma 3.2.1, we have
1 L2 1 1
dk/ aygdx—Akk/ dxzdk/ aygda:—Aka’f/ ay? dx
0 0 bkk 0 0
1
= (dx — /\ka'k)/ ay; dx
0
1
> Ak/ ay? dz.
0
O

Finally, we introduce the Hilbert space
Va%bkk(o, 1):= {y eVl!:ay, € H(0,1) and Ay € L*(0, 1)},

where N
Ay = di(a(2)Yka )z + ﬁyk with  D(Ag) = V2, (0,1).

\Okk

To study the well-posedness of the system (3.1.1) we write it as the first order evolution
equation in the Hilbert space H := L*(0,1)"

{ Y (t) = KY () + BY (t) = CY () + F(t) (3.3.5)

Y(O) = (y?v T ’yg)*v

where
Y = (y17 o 7yn)*7 and F(t) = 61’1}(t)1w,

Observe that, since C is a bounded perturbation, from now on we focus on the well-posedness

of the following abstract inhomogeneous Cauchy problem

{ Y(t) = KY(t) + BY (t) + F(t) (3.3.6)

Y(0) = (47, ,yn)"
To show that A := K 4+ B generates a Cy-semigroup on H, we split it as
n
A:=A+By with DA) = {Y* =(y1, - ,yn) € H = H Hi o (AY)* € ]HI},
k=1
where the operator (A, D(A)) is written in matrix form as

A= diag(Ay, -+, Ay) with D(A) =[] D(A),
k=1
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and \
o 22 9 0
2y
N 0
bo1 ba3
0 As2 0 Asa . :
By = b2 bsa . (3.3.7)
: . - . - 0
)\n—ln
A bn—ln
nn—1
0 0 cee 0 0
bnn—l

Let us now show that the operator (A, D(A)) generates an analytic semi-group in the pivot
space H for the equation (3.3.6). This aim relies on this fact.

Lemma 3.3.1. Assume that hypothesis 3.5.1 is satisfied. Then, the operator A with domain
D(A) is non-positive and self-adjoint on H.

Proof. Observe that D(A) is dense in H.

(7) A is non-positive. By Proposition 3.3.1 and integration by parts [102, Lemma 2.1], it follows
that, for any Y* = (y1, -+ ,yn) € D(A), we have

—(AY,Y)y = —<(A+ By)Y,Y)u

<dk/ ays, dx — / Chk y2 da )
by *

Akk—
—22/ ko da

brk—1
>2Ak/ ays, dz — 22/

We now apply Young’s inequality and Lemma 3.2.2, to obtain

1 2
YkYk—1 Yi 1 Yi_1
dr < 6 / dz + / dz
/0 brk—1 *Jo bri_ 1 40 Jo brr—1

< §,CFk—1 d ZA d
< 0k aykx T+ — 15 AYj—14 AT,
0 k 0

b Ly d.
kk—1

where (0)1_s is a sequence of positive constants that will be chosen later on. Hence,

n 1
—(AY,Y )y > ZAk/ ayz, dzx
k=1 70

n - 1 ) Ckk—=1 1 )
-2 E Mek—1 | 0.C7F™ / Y, dx + / ayi_ Idm)
kk 1< k . Yk 40}, o Yi—1

k=2

)\21C21 1 2 nn—1 ! 2
=|A1—2 ayi, dr + | Ay — 20pp—10,C ay,, dx

n-l - Ck+1k L
+; (Ak_2()\kk—15k0 T A1k 45k+1>)/0 Y AT
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Now, by hypothesis (3.3.3), one can find (d);_y such that

3<k<n-1, (3.3.8)

—_— L —V—.
\ An—l " 2)\nn_10nn—1
With this particular choice, we deduce that there is a constant C' > 0 such that
VY € D(A), —(AY,Y)n > C|Y[3 >0, (3.3.9)

which proves the result.

(77) A is self-adjoint. Let T : HH — H be the mapping defined in the following usual way: to each
F € H associate the weak solution Y = T'(F') € H of

—(AY, Z)y = (F, Z)n

for every Z € H. Note that T is well defined by Lax-Milgram Lemma via the part (i), which
also implies that 7' is continuous. Now, it is easy to see that 7' is injective and symmetric. Thus
it is self adjoint. As a consequence, A = T~ : D(A) — H is self-adjoint (for example, see [71,
Proposition X.2.4]). O

As a consequence of the previous Lemma, the system (3.3.6) (and thus (3.1.1)) is well-posed
in the sense of semigroup theory.

Proposition 3.3.2. Assume Hypothesis 3.5.1. Then, the operator A : D(A) — H generates
an analytic contraction semigroup of angle w/2 on H. Moreover, for all F* € L*(Q)" and
(YO € H, there exists a unique weak solution of (3.3.6) that belongs to

C([0,T];H) N L*(0, T; H). (3.3.10)
In addition, if (Y°)* € D(A) and F* € WH1(0, T, H), then
Y* = (y1,42,....yn) € CH(0,T;H) N C([0,T]; D(A)). (3.3.11)

Proof. Since A is a non-positive, self-adjoint operator on a Hilbert space, it is well known that
(A, D(A)) generates a cosine family and an analytic contractive semigroup of angle 7/2 on H
(see [19, Theorem 3.14.17]). Being A the generator of a strongly continuous semigroup on H,

the assertion concerning the assumption (YO)* € H and the regularity of the solution ¥ when
(Y%)* € D(A) is a consequence of the results in [23] and [65, Lemma 4.1.5 and Proposition
4.1.6]. O]

3.4 Carleman estimates

The object of this section is to prove an interesting estimate of Carleman type that will be used
to show the observability inequality which yields the controllability result. To this end, as in
[40] or in [104, Chapter 4], we first define the following time and space weight functions. For
x € [D, 1], where D is chosen in such a way that —xg < D < 0, let us introduce the function
o(t,x) = 0(t)Y(x), where
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and .
Yy —To
wx::q// — dy — d|, 3.4.1
@=] 0 (3.4.1)
for v and d to be specified later. Here, the function a is defined as follows:
0,1
a(—x), z€[-1,0].

Further, we need to define the following weights function associated to nondegenerate Car-
leman estimates in a general interval (A, B) which are suited to our purpose. For = € [A, B,

set
(t,z) = 0()U(z), V(x)=e @) — e, (3.4.3)

where

B dy
C(w)—/ , p=2r((A).
Observe that the function 0(t) satisfy

lim 0(t) = lim 6(t) = 400, |0, < c1, |0y] < ch2
t—0t t—T—

for some ¢ > 0 depending on T
Here the parameters v, r and d are chosen such that

. 4"(d — d*)

d>4and*, p>n (2% 3.4.4

p>In (- 52) (3.4.4)
62'0 -1 n 9

< el —ef), 3.4.5
e << e ) (3.45)

where .
d* = sup/ y~— 0 dy,
[D,1] Jao a(y)

and n is the size of the system (3.1.1).
For this choice of the parameters «, r and d it is straightforward to check that the weight
functions ¢ and & satisfy the following inequalities which are needed in the sequel.

Lemma 3.4.1. One has:
1. For (t,z) € [0,T] x [0,1]: o(t,x) < D(t,x).

2. For (t,z) € [0,T] x [0,—D]: ¢(t, —z) < ®(t,x).

3. For (t,z) € [0,T] x [0,1]: —

z —
Proof. Let us set d* := sup / y— 20 dy
0,1] Jzo @)

e’ — 1 e’ —1
1. From (3.4.5), we have v > T > Thus

— * < o 2p: :
;g[gﬁ}w(w) Yd"—d)<1-e Jél[éth’(x)

and the conclusion follows immediately.
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2. With the aid of (3.4.5), one has

) < —(d*—d) <1—e2 = min ¥(z) < in U(z).
xer%?}mw( wLﬁﬁﬁﬁ/}(%) ( )<1l-e min (x)_xer[g}gD] (x)

Hence, 1(—z) < ¥(x), which completes the proof of the desired result.

3. This follows easily by (3.4.5). Indeed

4n 4n
— V()= —(ef — e2°) < —~d = mi _
(4n—-1) mrél[%,)i (@) (47 —1) (ef =€) < —d xren[é% V(=)

O

We also need the following result, whose proof is similar to the one of [84, Lemma 3.3] and
Lemma 2.3.2.

Lemma 3.4.2. Let the sequence @y defined by
D =4""FD—p)+¢p, VE:1<k<n. (3.4.6)
Then, we have
o p< P <0, k=1,---,n.

e b, =0<P, 1< <Py

3.4.1 Carleman estimate with boundary observation

In this subsection we show Carleman estimates with boundary observation for solutions of the
following nonhomogeneous adjoint system:

( k+1 Ak k+1
zkt + di(a(®) 2k ) + Z bizj - Z UjkZj = Gk
= bk —
j j
(t,x) € Q, 1<k<n, (3.4.7)

2k(t,0) = 2,(t,1) =0, 1<k<mn, te(0,7),
(T, x) = 2E(x), 1<k<n, zc(0,1),

which is derived taking inspiration from the works [103] and [113]. Here z} € L?(0,1) and
gr € L*(Q) (1 < k < n), while on the degenerate functions a, by, brx—1 we make the following
assumptions.

Hypothesis 3.4.1. From now on, we assume the following hypotheses:

4
1. Hypothesis 3.3.1 holds. Moreover, if K > 3 then there exists a constant ¥ € (0, K| such
that the function

. a(x) ; %s nonincreasi.ng on the léft of x = x, (3.4.8)
|z — o] is nondecreasing on the right of z = z.
2. Moreover, we suppose that
(x — 20)bj_1(x) >0 in [0,1]. (3.4.9)

3. Also, if Ax; < 0, we require that

(x — m0)bj(x) >0 in [0,1]. (3.4.10)
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Our main result is the following.

Theorem 3.4.1. Assume Hypothesis 3.4.1. Then, there exist two positive constant C' and sg
such that every solution Z = (z1,z2,- -+ ,2n)" of (3.4.7) in

V:=L*0,T;D(A)NH0,T;H), (3.4.11)

satisfies

- (z — 20)? 5\ o
Z // <50a(az)zzw + 53037,’%)6 *f dx dt
_MQ a(x)
=1

<C z": (//Q g2e?5? dx dt + sy /OT [(9(1‘ — xo)az,%zezw} - dt), (3.4.12)
k=1

Vs > sg, where v is the constant of (3.4.1).

Throughout this chapter we will suppose that zp = 2,41 = 0.

Proof. First, observe that the system (3.4.7) can be rewritten in the following abstract form

WZ+KZ+BZ-CZ=G, (ta)eQ,
Z(t,0) = Z(t,1) = (0,--- ,0)%, te€(0,T), (3.4.13)
Z(T,x) = Z"(x), =€ (0,1),

where G := (g1, ,gn)"
Next we define, for s > 0, the function

W(t,z) = e*°Z(t, ),
where Z is a solution of (3.4.13) in the class
V=H'0,T;H)NL*0, T; D(A)).
Then W solves the following system
O(e W) + K(e *¥W) + B(e **W) =G+ C*(e*¥W), (t,z)€ Q,

W(t,0)=W(t,1)=(0,---,0)*, te(0,T),
W(T,z) =W(0,z) =(0,---,0)*, z€(0,1).
Equivalently, the previous system can be written as
PIfW + P;W =Gy,
with
P} =diag(P}, - ,P})+ By, P; =diag(P, - ,P,), Gs=Ge* +C'W,

where By is defined in (3.3.7).
The operators PSJ,; and P, are given by

Akk
P;;ka = di(awky )z + b wy, — spywy, + s2apwy,
and

PLwy = wiy — 2500, Wy — 5(00z )z Wk
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We have,
IPEWI + | PEW P + 2(PFW, PEW) = |G|,
Then,
2PW, Py W) < ||G|1? (3.4.14)
Here | - || stands for L?(Q)"™ norm and (-,-) for the corresponding scalar product. Now, we

compute the inner product (P} W, P, W), to obtain
n n k+1

(PFW, PrW) = (Phwk, Prwg) o)+ Y Z SR, Prwg) 12()-
k=1 k=1 j=k—1 bjk
J#k
Moreover, using the same computations of [103, Lemma.3.6], we find
+ - 2 343 —20)® 5
(Poowk, Pgwg) 12y > C’// (sﬂa(az)wlyﬁE + s5°6 7wk) dx dt
Q a(z)
T 9 r=1
— 37/ [6(:{: — acg)awkx] Odt. (3.4.15)
0 =
Furthermore, one has
Ajk _
(T wj, Pwk)12(Q)
bjk
A
:// bikwj(wkt 25ap, Wk — S(apy)wy) dx dt. (3.4.16)
Q Yk
Using the fact that A\y; = A\j, and by; = bji, an integration by parts leads to
n  k+1 n  k+1 t=T
[w wk]tzo
Sy // Pwpodsd =Y 37 % /0 g (3.4.17)
k=1j5=k—1 k=1j=k—1
J#k J#k
Similarly, one has
n  k+1
—232 Z // agpxw]wkxda;dt
k=1 j=k—1
J#k
n  k+1 T _
apzwiwy =1
_ Aj [7} dt 3.4.18
DI R R 3419
k=1 j=k—1
J#k
n  k+1 /
(apz)zbjr — apabl
—i—sz Z )\]k// ka J wjwy, dx dt.
k=1 j=k—1 J
Jj#k
So, combining (3.4.16)-(3.4.18), we obtain
n  k+1 n  k+1 1 [’LUU} ]t:T
J Wk —
>3 u Pwdeg =30 3 [ L g
. 0 k
k=1j=k—1 bjk k=1 j=k—1 J
J#k Jj#k
n  k+1 T _
APz Wjwg ] T=1
- A [7} dt 3.4.19
DR R (3419
k=1j=k—-1
J#k
n  k+1
apzb
=30 S [ v dede
k=1 j=k—1 Q@  jk
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As in [103, Lemma 3.6], using the definition of ¢ and the boundary conditions on W, the
boundary terms appearing in the above identity reduce to 0.
On the other hand, applying Young’s inequality and using the assumptions on bj;, we obtain

n  k+1

—SZ Z )\Jk// aSOx ijkda:dt

k=1j=k—1
i#k

n  k+1

:—5*}/2 Z Ajkﬂ ijkdxdt

k=1j=k—1
J#k

n k41

x — xo)V;
—Z Z Ajk // R g2 dacdt—i—// (20>]k9w,%dxdt>
Q bjk

k=1j=k—-1
J#k

n  k+1

372 3 AMGk // ] d:cdt+//@wkdxdt (3.4.20)

k=1 j=k—1
JF#k

| /\

| /\

with
[ My if j=k—1,
M(]ak)_{ Mk+1 if ]:k}+1

By the Hardy-Poincaré inequalities, one obtains
AjrM(, k)(/ L dde/ iwidzdt)
Q bjk 7 Q bik
<25 ST MM RIC( k)(/ faw? da:dt—i—// faw? dxdt). (3.4.21)
=~ 2 ) b ) Q jT Q €T

Here, the constant C(j, k) > 0 is given by

. CHe=1 it j=k—1,
C(]’k>:{ck+1k it j=k+1

where C**~1 is the constant appearing in (3.2.2). By (3.4.19)-(3.4.21), we obtain

n k41 )\ i
> 2 (T wn P
k=1 j=k—1
J#k
n k41
572 Z NikM (4, k)C(4, k // Ba( wjx—f—wkx)dmdt (3.4.22)
k=1 j= k 1
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Hence, from (3.4.15) and (3.4.22), we deduce

A2
(PXW, P7W) C// sea o)l +5° 93( (x)) )dacdt
=1
=1
—S’y/ {O(x—xo)aw,m} dt} (3.4.23)
0 =0
n k41
Z Z )‘]k:M ]7 ]a // (9& w]x+wkx)dxdt
k=1j=k—-1
Jj#k

At this stage, let us remark that one can take C as large as desired, provided that sg increases
as well. Indeed, taken k£ > 0, from

3
C(s A1+ 5° ) = KC (7 A+ ),

we can choose s, = ksy and C' = kC' large as needed. As an immediate consequence, one can
prove that the distributed terms in the right hand side of (3.4.23) can be estimated as

sea T)wi, + §g3 & = 20)” 7o)* dz dt
// a(x) )

— 57/0 [9(1‘ - :Uo)aw,%x} ! dt] , (3.4.24)

z=0

(PFW, P;W) zzn:
k=1

where C' is a positive constant. On the other hand, we have

IGs|* = [|Ge™? + W ||?
n k+1

§2;//Q QWd:cdH—C’ZZ// a%w? dz dt

k=1 j=1
<2 Z // gie**? dx dt + C Z // w} d dt. (3.4.25)
k=1"Q k=1"Q

Then, by the Hardy-Poincaré inequality given in [105, Proposition 2.6], we get

1
w? dz < C, / —— widx
> [utarsay [0
SCOZ/ _r Zw,%dx
10 (z — o)
noopl
SC'OCHPZ/ pwi, dx
k=10

noopl
< Comax{C1,C2}Cpup Z/ a(r)w}, dz. (3.4.26)
k=10

4
Here p(z) = (a(x)|z — zo|H)'3 if K > 3 or p(x) = maxa'/?|z — zo|*? otherwise,

0.1]
e () ()

W=

e ()" (050) )
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4/3 4/3
1 —
C5 = maxa'/? x max %o , (1= o)
[0,1] a(0)”  a(l)
[105, Proposition 2.6]. Observe that the function p satisfies the assumptions of [105, Proposition
2.6] thanks to [105, Lemma 2.1]. Substituting the inequality (3.4.26) in (3.4.25), it follows that

1G|” < Z (2 //Q gee*s? dx dt + 5//@ sfa(z)w}, dx dt> (3.4.27)
k=1

for € > 0. Thus, by choosing € small and s large enough, (3.4.24) and (3.4.27) imply

i//@ (s@a(az)wir + 8393(93(1_(;)0)ng> dx dt

< C’( ; //Q g2e**? da dt + s /OT [9(1‘ - a:o)aw,%gc} x: dt),

T

} and Cyp is the Hardy-Poincaré constant given in

where C' is a positive constant. Recalling the definition of wyg, one thus obtains the asserted
Carleman estimate for our original variables.

O
3.4.2 w-Carleman estimate for the homogeneous adjoint system
In this subsection we consider the following homogeneous parabolic system
WZ+KZ+BZ-CZ=(0,---,00 (t,z) €Q, (3.4.28)
Z(T,z) = ZT(x) € D(A?). o

Let us recall that D(A?) = {Z* eH; (AZ)" e D(A)}. Notice that D(A?) is densely defined

in D(A) for the graph norm (see, for instance [42, Theorem 2.7] ) and hence in H. As in [105],
define the following class of functions

W= {Z is a solution of (3.4.28)}.

As in [42, Theorem 7.5],
W c ([0, T]; D(A)) C V C U,

where V is defined in (3.4.11) and
U:=C([0,T);H) NL*(0,T;H).

To obtain Carleman estimates for the system (3.4.28), we assume that the control region w
satisfies the following assumption:

Hypothesis 3.4.2. The control set w is such that
w = wi Uwag,

where w; (i = 1,2) are intervals with wy = (a1, 51) € (0,20), w2 = (a2,B2) € (x0,1), and
xo € .

Remark 28. In fact, it is proved in [48] that null controllability of the parabolic operator
Pu = u; — (|z — z0|%ug)s, x € (0,1),

which degenerates at the interior point xg € (0,1), under the action of a locally distributed
control supported only on one side of the domain with respect to the point of degeneracy
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1. fails for K € [1,2),
2. holds true when K € [0,1).

In particular, in order that (3.1.1) to be null controllable, the control support must lie on both
sides of the degeneracy point.

Next, we introduce
W= w’l U wé

where W] = (o}, 8]) € w1 and W} = (ah, B) € wa.
We claim the following.

Theorem 3.4.2. Assume Hypotheses 3.4.1 and 3.4.2. Then, there exist two positive constant
Cy and so such that, every solution (z1,--- ,2zn) € W of (3.4.28) satisfies, Vs > sg,

Z// s@a x)2h, + 8393( %o)* ) 252 g dt
a(z)
<Cy Z // 520722 dx dt. (3.4.29)
k=1 w’

Here, Q. = (0,T) x '

For the proof of the above result, we shall use the following non degenerate non singular
classical Carleman estimate in a suitable interval (A, B) (see [105] or [103, Proposition 4.8]),
which will be used far away from xy within a localization procedure via cut-off functions.

Proposition 3.4.1. Let z be the solution of

A
= 6 € (0T x (4B), (3.4.30)

2(t,A) =2(t,B) =0, te(0,7T),

2zt + (azg)zr +

where h € L*((0,T) x (A, B)), a € CY([A, B)) is a strictly positive function and b € C([A, B]) is
such that b > by > 0 in [A, B]. Then, there exist two positive constants r and sg such that for

any s > so,
// s0e"¢ z2e*? da dt+// $303e%¢ 2225 du: dt

=B
< C’ // e ® da dt — / [rsﬁerc 2 25(1)} dt) (3.4.31)
0 z=A

for some positive constant C.

Proof of Theorem 3.4.2. To prove the statement we use a technique based on cut-off functions.
For this purpose, we define five points 61, do, af, o, 35 such that

o) <o <6 <B] and o) <l <y < By < B

From now on, the point D will be fixed such that —zo < D < —/3].
Now, let us consider a smooth function 7 : [0,1] — [0, 1] such that

1, xe€ [52, 1],
7(x) = p
0, ze€l0,ay
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Define W = 7Z, where Z is the solution of (3.4.28). Then, wy (1 < k < n), satisfies

E+1 k+1
Oywy, + di(a(x)wiy )2 Za]kw]+ Z —w]
o Vot (3.4.32)

- dk(aTka)a: + dkaT:L’ZkZ7 ( ) ) (O) T) (0/27 1)7
’U)k(t, al2) = wk(ta 1) =0, te (07 T)

Since x € (a4, 1), observe that the system above is a nondegenerate nonsingular problem. Thus,
we can apply the analogue of Proposition 3.4.1 for the component wy, in (a4, 1) in place of (A, B),
obtaining that there exist two positive constants C' and sg (sp sufficiently large), such that wy
satisfies, for all s > s,

T 1
// (896r§ 2 —1—5303 3r¢ 2) o25® o di
0 Jal,

k—l—l k+1

2
< C’/ / Za]kwj Z wj + di(aTezk) 2 + dkamzm) e?*® dz dt.
Oé ] =k—1 ]
J#k Jj#k

Let us remark that the boundary term in o = 1 is nonpositive, while the one in = = o, is 0, so
that they can be neglected in the classical Carleman estimate. Moreover, taking into account

1
the fact that a;, € L°(Q) and the coefficients 5. are bounded in [}, 1], we find
jk

N T el
Z// (s&e’"c 2 +83(93 3r¢ 2) o25® 40 1t
k=170
noaT el
<CZ// qu)dxdt-FCZ// ((aTw2k)z + aTo2ke)2€*® d dt.
o k=170 o,

Using the fact that 7, and 7., are supported in [}, ds], we obtain

nooaT el
Z// (896rg 2 +8393 3r¢ 2) o25® g di
<C’Z// wke2sq)dxdt+02// (23 4 22,)e*® dx dt.

For s large enough, we have

n_o Tl 1 Tl
C Z / / wie?® dx dt < = Z / / sfe™wie??® da dt,
0 Jal 2 0 Jal
k=1 2 k=1 2
and then

no T el
Z// (sGeTC 2 +53(93 3r¢ 2) o252 1 dt
k=1 0 Jai
n T 52
SCZ// (22 + 22,)e**® dx dt.
k=170 7oy

At this level, we shall also use the following Caccioppoli’s inequality.

(3.4.33)
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Lemma 3.4.3. [38, Proposition 5.1] Let W' and w" be two non empty open subsets of (0,1) such
that w”" C W' C (0,1) and xg ¢ W'. Then, there exist two positive constant C > 0 and sy > 0
such that any solution z of the equation (3.4.30) satisfies, Vs > so,

// 22e2® dx dt < C// (f2 4 526%2%)e?*® dz dt,
Qw” w!

with ¢(t,x) == 0(t)p(z), where p € C*(w',R).

In view of Lemma 3.4.3, one can estimate the right-hand side of (3.4.33) as follows

T rd2
/ / (22 + 22,)e*® dx dt
0 Jay

k+1 Ly
< C// (z,% + ((Z ajrzj — Z 2k 02 + 3292z,%>)625¢ dz dt
Qur j=1 j=k—1 bj
ik j#k
k+1

< CZ// 82922]2625¢ dx dt. (3.4.34)
=1 Qur

Combining (3.4.33) and (3.4.34), we get
n_ T el
Z/ / <s€ercwzx + 839363r<w,%> e*® dx dt
=10 o,
n
<C Z // §%0%22e*® dx dt.
k=1 W’

Having in mind the fact that e?¥ < e2*® one can easily check that there exists a positive
constant C' such that for every (t,z) € [0,T] x [ah, 1], we have

(3.4.35)

2
a(z)e?? < Ce™e*?®  and (l‘(l’o)egw < Ce3ee®s?, (3.4.36)
a(z

By (3.4.35) and (3.4.36), using the definition of z;, we deduce
n_o T el )2
Z/ / (sﬁa(x)z,%x + 8393MZ£) %% du dt
k=1 0 Jdo a(m)
noo.T 1 ERY
= Z/ / (s&a(x)w,%x + 3393sz>62w dx dt
k=1 0 Jo2 a(x)
n T r1
<C Z/ / (SGercwfm + 830363T<wi) e*® da dt
k=170 Jo3

< C’Z // $20222e%® du dt. (3.4.37)
k=1 Qu’

To complete the proof, it is sufficient to prove a similar inequality on the interval [0, d2]. To this
aim, recalling that D is chosen in such a way that —zg < D < —f] < 0, we follow a reflection
procedure already introduced in [105], considering the function

i ozt ), x € [0,1],
Zk(ta x) - { _kzk(t, —.CL‘), x € [—170]7
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where zj solution of the k—th equation of (3.4.28). Let us define

. | aj(t,z), x€]0,1], = | bj(z), xe]0, 1],
Qi (t, @) = { inlt—2), welto,  lw@= { ba(—a), o€ 1,0,

Z=(3,-,%,) and KZ = diag((&(:c)élm)x, (@(2)Z20)as - (a(x)zm)z).

Therefore, Z solves the system

(3.4.38)

WZ+KZ+BZ—-CZ=(0,---,0*, (t,x)e (0,T)x(-1,1),
{ Z(t,—1)=Z(t,1) = (0,---,0), te(0,7T),

where, C is the analogue of C with aj replaced by a;; and B is defined as C. Now, consider a
smooth function p : [-1,1] — [0, 1] such that

)L zel- ol 5o],
p( )_ {07 (S [_ ’_51] [ é/’]-]v

and define the function V = pZ, where Z is the solution of (3.4.38). Then V solves

BT AT RT A g
{ OV +KV + BV —CV =G, (t,2) € (0,T)x (~f,1), (3.4.39)

V(t,—B)) =V (t,1)=(0,---,0)%, te(0,T),
where G := (dpJCZ)x + apy Ly
Applying the Carleman estimate (3.4.12) to (3.4.39) ( which still holds true, in (=31, 1)

in place of (0,1) and a instead of a, since @ € W' (—p],1) in weakly degenerate case and
a e WhH(—p1,1) in strongly degenerate one), it follows that

//51 sea 2 4 shgr B =20 ()) )mdxdt

CZ//_B1 ((dpxék)m+&p12kz> 2% dy dt

T 8y

< CZ// (22 + 22,)e*¢ dx dt + CZ// (27 + 2,)e**? dx dt. (3.4.40)
=170 /02

Furthermore, using the definition of Z; and thanks to the oddness of the involved functions, one
can write

// lszrz e*5? d dt = // : z) + 28, (— ))eQS‘P(x)dxdt

// )+ 22, (z ))EQSW(—w) dz dt. (3.4.41)

At this point, by Lemma 3.4.1, for (¢,z) € [0,T] x [a], d1], one has
Sp(t> _:E) < q)(t,l‘).

It follows from this last inequality and (3.4.41) that

—aof T ro1
/ / (22 + 22 )e*Pda dt < /0 /,/ (27 + 22,) e*® dw dt.
@1



CHAPTER 3. CONTROLLABILITY OF DEGENERATE/SINGULAR SYSTEMS 81

Putting the above inequality in (3.4.40) and using the fact that ¢ < ®, we get

// 39a T)0E, +8303( — ) ) 252 do dt
8, a(x)

By
<C // Zk’+zka: 28@d$dt+02// ’ Zk+zka:) 28<1>d dt. (3442)

Now, proceeding as in (3.4.34), it is not difficult to see that

// Zk'i‘ka 28@ d$dt+// 2 Zk+zkz) 259 dl‘dt
off P!
< C// 5292zk625® dz dt.

Thus, it appears that

2
/ / s@a T)0, + 303 (= 20); ) 252 o dt
8 a()

< C’Z // s20222¢*® d dt.
k=1 " Qu’

Using the definitions of Z, ¥y and p, we obtain

Z//62 sba(x zkx—l-s?’ﬁg( ()) )259"dazdt
//62 sba(x Ukz+8393( (95)0)2 )deg;dt

//61 s@a ’ka—i-8393( ()) )QSSOd:L‘dt

< C’Z // §20%22e*® dx dt. (3.4.43)
k=1 w’

Adding (3.4.37) and (3.4.43), we finally obtain Theorem 3.4.2. O

To establish the null controllability of the parabolic system (3.1.1) with one control force,
we need the following crucial Carleman estimate with one observation.

Theorem 3.4.3. Assume Hypotheses 3.4.1 and 3.4.2. Moreover, we suppose that for some open
subset W € w, we have

Akk—

g1 + b’“’“ L>b>0, n(0,T)xd, Vk:2<k<n. (3.4.44)
kk—1

Then, there exist two positive constant C' and sg, such that every solution of (3.4.28) satisfies,

Vs > sg,

Z// sea Zk$+s393( - )) ) 2S<dedt<0// 22 dz dt. (3.4.45)

Remark 29. We point out that the proof of Theorem 3.4.3 is still valid if we assume (3.4.44)

or

Akk—1
—agk—1 + b

< —by <0, in (0,7) x @, Vk:2<k<n.
kk—1
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To prove the above Theorem, we will need the following lemma.

Lemma 3.4.4. Under the assumptions of Theorem 3.4.3 and givenl e N, e >0, k=2,--- . n
and two open sets wg and w6 such that w' € w6 € wy €W € w, there exist C, = C’k(wo,wé, bp) >0
and l; € N, 1 < j <k—1 such that if Z = (z1,--- , zn)" is the solution to (3.4.28), one has

k+1
Jor l@k,zk <52// 59a jx+s303( ol )) ) e da dt
k—1
+Ck<1+ ) oo (L, ®r_1, 25), (3.4.46)

=1

.

with J,(d, ¢, z) = sd// 092%e*? dx dt and I; = max(3,20 + 1).

Proof of Theorem 8.4.3. In order to eliminate the local terms

// 3292213628@ dedt Yk=2,---,n

in the right hand side of (3.4.29), we proceed as in [108]. Thus, we consider a sequence of open
sets (Ok)iig such that w' € O, € O,,_1 € --- € Oy € L.
At first, to absorb the term that depend on the component z,, we apply the formula (3.4.46)

for
1

20y’
with Cy is the constant appearing in (3.4.29). Therefore, from (3.4.29), one has

Z// sHa zkx—i—s?’@g( ol )) >e2s¢dxdt

< Cp ZJ@ (i, ®p1,2), (3.4.47)
7j=1

where C,, = 2max (C1,Cn(1+2C1)). We can go on applying (3.4.46) for

k=n, 1=2, wi=uw, w=0, and &=

1
k=n—-1, I=1l1, wy=0n wo=0,_1, and 6:2én,

and eliminate in (3.4.47) the local term Jo, (In—1, Pn—1, 2n—1), obtaining

S 3 3( ) 25¢p
zzl // s@a x)2, + 5°0 a() k) dx dt
n—2

Z n 25'2])
=1

By (a finite) iteration of this argument, we obtain

Z ﬂ 890, ka + 8393( (:C) ) > 2% da dt < CQJ(92 (ll, P4, 2’1)

< C// sllﬁllz%e%@l dx dt,

with C' is a positive constant. Finally, since sup s10"1e%®1 < 400, we readily deduce (3.4.45),
(t:2)eQ
which concludes the proof of Theorem 3.4.3. O
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Proof of Lemma 3.4.4. Let us consider a smooth cut-off function £ € C*°(0, 1) such that

[ 1, zEeuw,
§(z) = { 0 ze(0.1)\ wo, (3.4.48)
with f/% f;g e L°°(0,1). Multiplying the equation satisfied by z;_; in (3.4.28) by s'6'€e?s%* 2,

and integrating over @, we get

Aik—
bo .y (1, P, 2) < // — agk—1+ %)s@lfezsq’kz,% dz dt
Jek—1

K>

‘// 21, selfezsq)’“zkdxdt‘ ‘dk 1// T)2h—1 0 395625¢’€zkdwdt‘

Ky

+’z// e 1ZJ89§ezs¢kzkd:€dt’+‘ Z // 21395625©kzkdxdt’
gk 1

Using the same computations as in Lemma 2.3.1 or in [84, Lemma 3.7], one can prove that

k+1

Ki+ Ko+ K3 <= Z// s€a ]m+s3«93( ()) )259"dxdt

+ Ck Z // st QlJz eZ5®r-1 dy dt, (3.4.49)
Qup

with I; = max(3,2] + 1) and Cj, is a positive constant depending on k. In addition, the term
K4, can be estimated using the Young’s inequality, in the following way

K4:( Z // j}’: 112]301§e2sq>’“zkdxdt‘

< -77 l v . S(Q‘Pk (p) L = Lo) 890

_j§2 ’//Q (bjkl (s8) 25(36—900)2]6 ) X <(59)2 Ja e ) dazdt’
1 k—1 )\Qk "

< — ]71 30 2[—3 2722623(2¢k_§0) du di

o jzkzz //Q b?k—l( R PR

o2
+ 6// 8393wzze2w dx dt.
2 Q a

1
Moreover, since supp(§) C wp and x¢ ¢ wo, using the fact that the functions — and ﬁ
ik T — o

a

are bounded in @y, one has
213222@ € 33(35—1'0)222
Ky < — Z // sCPe=0) dy dt + // §°0° ———ze*Pdxdt.  (3.4.50)
Quo 2 g a
] —2
On the other hand, thanks to Lemma 3.4.2, one can easily check that

€25(2<I>;C—g0) < 628¢k—1' (3.4.51)
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Adding (3.4.49) and (3.4.50), by (3.4.51), we can deduce

k+1 2
2 33 (T —20)% 2\ o
Ki+ Ko+ K3+ Ky < 5j§k//Q (s@a(m)zjm + s°6 7@(:5) zj>e Pdxdt

k—1
1
+ Cg (1 + 7) E // stigli 2]2625%—1 dx dt,
€ ) — Qw
j=1 0

where [; = max(3,20 + 1). Finally,

k+1 (x w0)2
J. (1, ® < 0 2 B3t 2 025% qo gt
wp (1 m%)_Eg%[é(Sa@Vﬂ+ﬂ ) %>e T

N

-1

1
+Ck<1+g) on(ljaq)k—lazj)-
1

.
Il

This concludes the proof of Lemma 3.4.4. 0

3.5 Observability and null controllability

In this section, we establish an indirect observability estimate using certain ideas from [40]
and [113]. For this, on the coefficients a and bj; we essentially start with the assumptions
made so far, with the exception of Hypothesis 3.2.4. More precisely, we shall apply the just
established Carleman inequalities to prove observability inequality for the homogeneous adjoint
problem (3.1.6) and deduce the null controllability for the system (3.1.1). In particular, our
main observability result is the following.

Theorem 3.5.1. Under the assumptions of Theorem 3.4.3, there exists a positive constant Cr

such that for every (21,---,2L) € H, the corresponding solution Z to (3.1.6) satisfies

12(0, )% < CT// 1 (4, )| da dt. (3.5.1)
Qu

In order to prove the previous theorem, we need to prove the following observability inequality
in the case of a regular final-time datum.

Theorem 3.5.2. Under the assumptions of Theorem 3.4.3, there exists a positive constant Cr
such that for every (21,---,2L) € D(A?), the corresponding solution Z to (3.4.28) satisfies

12(0, )% < CT//Q o (1 ) 2 da . (3.5.2)

Proof. Multiplying the k-th equation of the adjoint system (3.1.6) by zx; and then integrating
over (0,1) with respect to x, one gets that

n 1 ) n 1 1d 1 )
O:Z/ Zit dac+z [dka(m)zktzkx]xzo— 26#2/ dra(z)zi,, dz
k=170 k=1 k=170
n  k+1 \ n k+1

1y, 1
_|_Z Z /0 I)j]fzjzktdx—ZZ/o k2§ 2t . (3.5.3)

k=1 j=k—1 k=1 j=1
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On the other hand, using the fact that the matrix B is symmetric, we obtain
n  k+1
S5 [ s
k=1j=k—1
Akk .2 / Akk—1
=— — dx dx.
2;‘”/ bk:k +Zdt bkk1zkzk1 v
Furthermore, using the fact that aj; € L>(Q), by Young’s inequality it follows that
n k+1
ZZ/ k2 2kt dr < C’Z/ zkdaH—Z/ 22, dx
k=1 j=1
for some positive constant C'. Thus, (3.5.3) becomes
1d & Akk 2
5 71 ;/ dra(z zkxdﬂc+2dt2/ bkk zdz
L2 Z/ )‘kk_lzkzk—l dr < Czn: /1 22 dx. (3.5.4)
dt = Jo br k=170
Then, by the same technique used in (3.4.26), we have
nooel nooel
Z/ 22 dx < C’Z/ a(x)zi, dr.
k=10 k=10
Substituting the above inequality in (3.5.4), we obtain
d kk 2 ' A1
T Z (/ dra(z ka dr — / @zkd — 2/0 ber 1 ZkZk—1 dx)
<C Z/ x)22, du (3.5.5)
for a positive constant C.
At this stage, observe that from (3.3.9), one can find C' > 0 such that
—(AZ,Z) Z(/daz dx — / ﬁQd —2/1)\kk_lzz da:)
R w ke bik o be—1 !
> CZ/ azi, dz. (3.5.6)
k=170

Combining (3.5.5) and (3.5.6), we obtain

1
Aek—
(/ dra(z zkzdx—/ ﬁzid —2/ Kk lzkzk_l dx)
bk 0 brk—1
A Y Nk
/dkaykxdl‘ / bkk rdz —2/ bk YkYk— 1d$)
0 Okk 0 Okk—1

for a positive constant C. Hence

_ 4
dt

NE

1

ol
3\\

Q>

H

d{ e /1 9 /1/\kk 5 /1)\kk1
E drpa(z)zj,, dr — —zi dr — 2 2pze—1dz ) ¢ > 0.
dt{ k:1(0 ka(@)z o bk " o bre1 ! >}
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Consequently, the function

Akk " Akko1
t|—>eCtE (/da x)zk, dr — / 22 dx — / zz_d:n>
* § o bproy R

is increasing for all t € [O, T). Thus,

n

1
Z(/ dra(z)z2,(0, z) d:c—/ ﬂzi(O x)dx
— \Jo 0 Dkk
" Akt N !
2 [ 00)an 0 de) <Y ([ dala)aRit o) do
0

brk—
kk—1 = /o

"Nek o " Nek—1

—/ —z;(t,x) dx — 2/ 2k (t, o) zK—1(t, ) dm).
0 Okk 0 bkk—1

Next, using Young’s inequality and applying the Hardy-Poincaré inequalities (3.2.1) and (3.2.2),

it results:
n

1 1
Z (/ dra(z)z2,(0,2) daz—/ @zz(o,x) dx
0 0 Dkk

k=1

" bkt
- 2/ 2;(0, ) 2,—1(0, ) dx)
0

brk—1

~ n 1
< e (dk + MekC + Mp—1 CFF 71+ N1, CF ) / a(w) 2, (t, @) da.
k=1 "

T
Integrating the previous inequality over [Z’ T]’ # being bounded therein, we find

n 1 1
A

Z(/ dra(z)z2,(0, z) d:U—/ ﬁz,%((),:v) dx
—\Jo 0 bkk

1

Aiek—
—2/ kk 26 (0,2)2_1(0, 2) d:n)
0

brk—1

< ZeOT > (die + MekCF + N1 O 4 A, O / / ©)22, dadt

2
T

n 3T g
<Cr Z /T4/ sOa(x)22 e dx dt.
k=171 7O

Now, using the Carleman estimate (3.4.45), we readily deduce

n

> (/Oldka(@zlix(o,x) dx—/o 2}’::2,3(0 ) dw

k=1

Y Nek—1 s
- 2/ 2k(0,2)2—1(0, z) dl‘) < C’/ / zi dx dt,
0 0 Jw

brk—1

where C' is a positive constant.
Then (3.5.6) implies that there exists a constant C' > 0 such that

Z/ x)z2,(0,z) dx < C’Z (/01 dra(x)z2,(0,z) dx

A )\ -
_/ ZRE 2 0, )dm—2/0 bkk 1zk(0,x)zk,1(0,x)dx)

kk—1
<C//z1 dx dt.
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Finally, we proceed as in (3.4.26), to obtain

n 1 n 1
Z/ (0, z) dz < Co maX{Cl,Cz}CHPZ/ a(z) 22, (0, ) da
k=1"0 170

T
gc//ﬁmw
0 Jw

for a positive constant C'. Hence, the conclusion follows. ]

By Theorem 3.5.2 and using a density argument, as in [105, Proposition 4.1], one can prove
Theorem 3.5.1. As an immediate consequence, we can prove, using a standard technique (e.g.,
see [127, Section 7.4]), the null controllability result for the linear degenerate/singular problem
(3.1.1): if (3.5.1) holds, then for every (3, ---,42) € H, there exists a control v € L*(Q) such
that the solution of the parabolic system (3.1.1) satisfies

ye(T,-) =0, in(0,1), Vk:1<k<n.
Moreover, there exists Cp > 0 such that

[v]|72(q) < CrllY°|%-



Chapter 4

Controllability of degenerate
equation with memory

In this chapter, we analyze the null controllability property for a degenerate parabolic equation
involving a memory term with a locally distributed control. We first derive a null controllability
result for nonhomogeneous degenerate equation via new Carleman estimates with weighted time
functions that do not blow up at ¢ = 0. Then, the null controllability for the initial memory
system is obtained using the Kakutani’s fixed point theorem.

The results obtained in this chapter are presented in the research paper [9], in collaboration
with Genni Fragnelli.

4.1 Introduction

In this chapter we are concerned with the null controllability result for a degenerate parabolic
equation with memory by a distributed control force. More precisely, we consider the following
controlled system:

,

v — (a(@)ya)s = / bt s, 2)y(s,2) ds + Lou  (t,2) € Q,
0

y(t,1) =0, t€(0,T), (4.1.1)
y(t,0) =0, (WD), te (0.7)
(ayz)(ta 0) =0, (SD)> ’ ’
[ y(0,2) = yo(x), z€(0,1).

Here, @ = (0,7) x (0,1) and w € (0,1) is a non-empty open set, 1, is the corresponding
characteristic function, u = w(t,x) is the control function, y = y(t,z) is the state and b =
b(t,s,x) € L*=((0,T) x Q) is a memory kernel. Moreover, the diffusion coefficient a vanishes at
the boundary x = 0 (i.e., a(0) = 0) and satisfies the Hypotheses 1.2.3 and 1.2.4.

As mentioned in the introduction of this thesis, the null controllability of parabolic equations
without memory (i.e. b = 0) is by now well understood, for both uniformly and degenerate
diffusion coefficient, by means of distributed and boundary controls (see [2, 5, 55, 104, 105, 106]
and the references therein).

On the other hand, in the presence of memory terms, much less is known on the controllability
of the underlying system.

When a = b =1, S. Guerrero and O. Imanuvilov prove in [110] that (4.1.1) fails to be null
controllable with a boundary control. Indeed, there exists a set of initial states that cannot be
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driven to 0 in any positive final time. Then, similar result is proved by X. Zhou and H. Gao
in [170] whenever b is a non-trivial constant; in this paper it is also proved that the approxi-
mate controllability holds. Later on, these results are extended in [171] to the context of one
dimensional degenerate parabolic equation. In particular, the authors assume that a(z) = z¢,
being z € (0,1), 0 < a < 1 and prove that the null controllability of (4.1.1) fails whereas the
approximate property holds in a suitable state space with a boundary control acting at the
extremity x =0 or x = 1.

Thus, it is important to see which kind of conditions on b we have to require so that the null
controllability of (4.1.1) holds. In [125, 149] R. Lavanya, K. Balachandran and B.R. Nagaraj
obtained the null controllability of a nonlinear and non degenerate version of (4.1.1) assuming
that the memory kernel is sufficiently smooth and vanishes at the neighborhood of initial and
final times. In particular,

b(t,s,z) =b(t,s) and suppb(-,s)E (to,t1), O0<to<t<t;<T, Vse(0,7). (4.1.2)

The proof relies on Carleman estimates and a fixed point method. This assumption has been
relaxed by Q. Tao and H. Gao in [153], where the authors showed that null controllability holds
provided b fulfills

cTTh e L2((0,T) X Q) (4.1.3)

for some positive constant C'.

For related results on this subject, we refer to[139] for wave equation, [25] for viscoelasticity
equation, [142] for thermoelastic system and [167] in the case of heat equation with hyperbolic
memory kernel (see also the bibliography therein).

The purpose of this work is to give a suitable condition on the memory kernel b in such
a way that the degenerate parabolic equation with memory (4.1.1) is null controllable, that is
there exists a control u € L?(Q) such that the associated solution of (4.1.1), corresponding to
the initial data yo € L*(0, 1), satisfies

y(T,)=0  in (0,1).

We include here a brief description of the proof strategy: in a first step, we focus on the following
nonhomogeneous degenerate parabolic system

Yt — (a x)yz)a: = f+1,u (tv x) €Q,

y(t,1) =0, t e (0,7),

{ y(t,0) =0, (WD), _ 0.1 (4.1.4)
(ay.r)(t? O) =0, (SD)7 o

y(0,z) = yo(x), x € (0,1),

for a given function f € L*(Q).

In particular, we establish suitable Carleman estimates for the associated adjoint problem
using some classical weight time functions that blow up to +oo as t — 07,7". Then, using
a weight time function not exploding in the neighborhood of ¢ = 0, we derive a new modified
Carleman estimate that would allow us to show null controllability of the underlying parabolic
equation. As a consequence, we deduce null controllability result for some problems similar to
the degenerate parabolic equation with memory. Finally, this controllability result combined
with an appropriate application of Kakutani’s fixed point Theorem allows us to obtain the null
controllability result for the original system (4.1.1) under a suitable condition on the kernel b.

Remark 30. We believe that the null controllability of system (4.1.1) can be obtained also
following the same ideas in [149, 125]. More precisely, by means of classical duality arguments,
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the null controllability property can be reduced to an observability inequality for the adjoint
parabolic problem

T
—vp — (a(x)vg)s = /b(s,t,x)v(s,x) ds  (t,z) € Q,

v(t,1) =0, t€(0,T), (4.1.5)

v(t,0) =0, (WD), fe (0.7)
(avy)(t,0) =0, (SD), T
[ v(T,z) = vr(z), z € (0,1),

where v € L*(Q).

Such an inequality is proved by R. Lavanya and K. Balachandran in the aforementioned
references through the use of a new Carleman estimate for (4.1.5) under a strict restriction on
the memory kernel. Indeed, in order to treat the integral term in (4.1.5), the coefficient b need
to be sufficiently smooth and to satisfy condition (4.1.2). One could expects the same condition
for system (4.1.1).

However, in this work, we follow the methodology used in [153] for the treatment of nonde-
generate equation which permits us to show that system (4.1.1) is null controllable provided the
coefficient b satisfies only some exponential decay at the final time ¢t = T" (see (4.5.2)).

The outline of this chapter is as follows: Section 4.2 is devoted to the well-posedness of
systems (4.1.1) and (4.1.4) in suitable weighted spaces. In Section 4.3, we develop a new Car-
leman estimate for the adjoint problem to the nonhomogeneous parabolic equation (4.1.4) and,
in Section 4.4, we apply such an estimate to deduce null controllability for (4.1.4). In Section
4.5, using the Kakutani’s fixed point Theorem, we prove the null controllability result for the
degenerate parabolic equation with memory (4.1.1) under suitable condition on the memory
kernel. Finally, in Section 4.6, we discuss various extensions of our result.

4.2 Well-posedness results

The goal of this section is to study the well-posedness results for (4.1.1) and (4.1.4). First, we
recall the following weighted Sobolev spaces:
In the (WD) case:
H,(0,1) == {y € L*(0,1) : y a.c. in[0,1], Vay, € L*(0,1) and y(1) = y(0) = 0}
and
H2(0,1) := {y € HM0,1) : ay, € H(0, 1)}.
In the (SD) case:

HMN0,1) := {y € L2(0,1) : ylocally a.c. in(0,1], vay, € L2(0,1)andy(1) = 0}

and

H2(0,1) : = {y € HY(0,1) s ay, € H'(0,1)}
= {y € L*(0,1) : ylocally a.c. in(0,1],ay € H}(0,1),

ayz € H'(0,1) and (ay,)(0) = O}.



CHAPTER 4. CONTROL OF DEGENERATE EQUATION WITH MEMORY 91

In both cases, the norms are defined as follow

197 = 1917200 + IVayalTa@ry:  Mullze = 1yliE + (aye)oll 20,1
We recall the following well-posedness result for system (4.1.4) (see, for instance, [5, 47]).

Proposition 4.2.1. Assume that yo € L?(0,1), f € L*(Q) and u € L*(Q). Then, system
(4.1.4) admits a unique weak solution

y € Wy = L*(0,T; H:(0,1)) n C([0, T); L*(0, 1)) (4.2.1)
such that
Iyl 220,711 0,1)) + 1Wlleqo,m:2200,1)) < C’(H?JOHL2(0,1) + 1 fllz2Q) + leuHLQ(Q))a (4.2.2)
for some positive constant C. Moreover, if yg € H;(O, 1), then
y € Zp := L*(0,T; H*(0,1)) N H'(0,T; L*(0,1))
and
IWllz20.7mz0.0) + Wl oz < C (ol + 112 + Naullizg))  (42:3)
for some positive constant C.

Existence and uniqueness of solution for system (4.1.1) are established in the following result:

Proposition 4.2.2. Assume that yo € L*(0,1) and u € L*(Q). Then, system (4.1.1) admits a
unique solution y € Wr.

We emphasis that, in order to prove null controllability result for (4.1.1) (see Theorem 4.5.2),
we only need existence and uniqueness in the case yo € L*(0,1).

Proof. The proof of this Proposition is a consequence of [109, Theorem 1.1].
First of all, we transform (4.1.1) into the following Cauchy problem

t
y' (1) + Ay(t) /k (t,s,y(s))ds+ f(t), te(0,T), (4.2.4)
0
y(O) = Yo,
where
Ay = _(aym>za Yy e D(A) = Hg(o’ 1)
and

F(t) = Tou(t),  k(t5,5(8)) == b(t,5,)y(s), for ae. (t,5) € (0, T)2.
Next, we are going to check that (4.2.4) satisfies the assumptions in the aforementioned
Theorem. To this aim, let H,'(0,1) be the dual space of H}(0,1) with respect to the pivot
space L?(0,1), endowed with the natural norm

”ZHH;1 ‘= sup <Z7?/>H;1,Hé-
Iyl gy =1

Observe that .
<Ava>H;1 = / Ypzz dr, Vz € H;(O, 1),
b a 0

1
(k(t,s,9), 2) y—1 1 :/ b(t,s,x)yzdz, for a.e.(t,s) € (0,T)% Vze HL0,1),
a k) a 0

for any y € H}(0,1).
Hence, one can check easily that the operators A and k satisfy the following properties:
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(a) there exists a positive constant C' such that [[Ay|ly—1+ < Cllyllm, Vye€ H0,1);

(b) there exists a positive constant C' such that
Ay = Aya|l g+ < Cllyr — wollay,  for any yi,y2 € Hy(0,1);
(¢) 3 >0and A > 0 such that
(Ayt — Ay, 1 = y2) ot g + Ay = 920172001y = Yy — w2l
for any y1,y2 € Hi(O, 1);

(d) there exists a function §: (0,T)? — RT such that
I(k(t, 5,51) = Kt 5,92)) | g1 < B ) lyr — v2llm,  for ae. (¢,5) € (0,T)%,

for any y1,y2 € H(0,1).
Besides g is explicitly given by

ﬁ(t,S) = ||b(t735 ')HL(’O(O,I)’ for a.e. (ta 5) S (O7T)2

Then, taking into account the fact that b € L>((0,T) x Q), f € L*(Q) and in view of
[109, Remark 1.2, 1.3], we infer that all the assumptions of [109, Theorem 1.1] are fulfilled.
Consequently, the problem (4.2.4) has a unique solution

y € L*(0,T; H,(0,1)) N L(0,T; L*(0, 1))

with oy, € L?(0,T; H; '(0,1)).
Moreover, by [134, Theorem 3.1, Chapter 1] we also have

y € C([0,T]; L*(0,1)).

Thus (4.2.1) is proved.

4.3 Carleman estimates

The goal of this section is to establish appropriate Carleman estimates for the following adjoint
parabolic system

—vp — (a(x)vg)e =g (t,z) € Q,

v(t,1) =0, te(0,T),

{ v(t,0) =0, (WD), (4.3.1)

@n)(t.0)=0, (sp), ' €OD

U(T,JZ‘) = UT(J:)? S (07 1)7
where vy € L?(0,1) and g € L*(Q).

To our purpose, as in [5] (see also Chapter 1 in this thesis), we introduce the following weight
functions

1

Y(z) = ’Y(/Ox s dy d>’ o(t) = m (4.3.2)

a(y)
p(t, ) == 0()y(x),
Now, let & be an arbitrary open subset of w and p € C?([0,1]) be such that

p>0,in(0,1), p(0)=p(1)=0 and p;#0, in [0,1\@
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and define
U(z) := M@ — 2Alellee @2, 2) := 0() ¥ (x). (4.3.3)

As in [2], the parameters A, d and ~ are positive constant satisfy

i g /1 v e2MIplloo (43.4)
>d = | —Z—dy, v > : 3.
0o a(y) (d —d¥)
and to be specified later on. It clearly follows from (4.3.4) that
—vd < (z) <0, forallz € [0,1], (4.3.5)
Y(x) < ¥(x), for allz € [0,1], ¢(t,z) < O(t,x), for all (t,z) € Q (4.3.6)
Moreover, we readily have from the definition of the function € that
0/()] < CO3(t), Vte[0,T], and 6O(t) — +oo, as t— 0, T (4.3.7)

We also remind the following Carleman estimate:

Theorem 4.3.1. [12, Theorem 3.3] Let T > 0. There exist two positive constants C and so,
such that the solution v € Zp of (4.3.1) satisfies

2
// (sGa(m)v% + 8393m—v2> * dx dt
Q a(x)

< C(// g2 dx dt + // s3030v%e?5?® dxdt) (4.3.8)
Q w

for all s > so. Here Qu, = (0,T) X w.

Theorem 4.3.1 could be used to prove null controllability for (4.1.1) under the following
hypothesis on the memory kernel b:

T Y € [((0,T) x Q) (4.3.9)

for some constant C* > 0. However, we emphasize that, our objective is to provide null control-
lability for the memory equation (4.1.1) for more general memory kernel b. In this purpose, as
a first step, we are going to extend the Carleman inequality proved in the previous Theorem in
the following way.

Theorem 4.3.2. Let k > 0. Then, there exist two positive constants C' and sy, such that the
solution v € Zr of (4.3.1) satisfies,

// ((s@)lJrka(;zc)v2 + (89)(3+k)x2v2)628‘p dx dt
Q ’ a(x)

< C(// (50)Fg2e®® da dt + // (50)FF3p2e25® dxdt) (4.3.10)
Q w

for all s > sg.

Proof. Let wy = (z1,22) and w; be two arbitrary subintervals of w such that wy € w; and
consider a smooth cut-off function x € C*°([0,1]) such that

1, forz € [0,z1],
<y < =
0 SX S 17 X(‘IE) : { 0’ for x € [$25 ]-]
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Then, thanks to [84, Proposition 3.4], the solution of (4.3.1) satisfies

2
Lk 2, 2 (3+k) 2 L~ 2\ 2sp
// 89 (x)vz + (s6) X a(x)v )e dx dt

< C' // (s@)kXZngZw dx dt + // (s@)k <g2 + (39)2v2>e25“p d:cdt). (4.3.11)
Q Qu,

On the other hand, let ¢ := 1 — y, it follows from [84, Proposition 3.5] that

// <(50)1+k§"2a(:€)v§ + (59)(3+k)c21202) e dy dt
Q (z)

< C // (s0)FC2g%e?s® dxdt—i—// (50)FF3p2e25® d:vdt) (4.3.12)
Quy

1
Therefore, using (4.3.6), (4.3.11), (4.3.12) and the fact that 5 < x2 4+ ¢% <1 there holds
// 30 Lk g ()2 + (s6)BHH) 2 e ) > 252 do dt

< C //(80)k92e2s¢ da:dt+// (39)k+3v2625¢’ d:::dt)
Q w

which concludes Theorem 4.3.2. O

Next, by (4.3.10), we are going to derive a new modified Carleman inequality, that is an
estimate with a weight time function exploding only at the final time ¢t = T. This choice is
done recalling the technique developed by A.V. Fursikov and O.Y. Imanuvilov in [106] in the
context of uniformly parabolic equations. In our setting, this new weight allows us to derive a
null controllability result for system (4.1.1) imposing a restriction on the kernel b only at the
final time ¢ = T' (see (4.5.2)). To this end, let us introduce the following weight functions:

—) = 8, fort € |0, —],
B(t) == <2) (T) ) [T 2} P(t,z) = B(t)(z), o(t,z):=B()¥(2)
0(t), fort € [E’T]’
and
) = max g(t,z) = y(d* — d)B(2),
z€(0,1]
(4.3.13)
©*(t) == Jél[érﬁﬁp(t ,x) = —ydB(2).

In view of (4.3.6), we can see that the weight functions @ and o satisfy the following inequality
which is needed in what follows

p(t,x) < ®(t,x), Y(tz) €Q. (4.3.14)

Now, we are ready to state the following modified Carleman estimate, which reveals to be a
major tool to obtain the null controllability result given in Theorem 4.5.2.

Lemma 4.3.1. Let k > 0. Then, there exists two positive constants C and sy such that every
solution v € Zp of system (4.3.1) satisfies

s*e?0) (0 ||L201)+// (sB)Fv®e**? du dt

< Ce2slP0)—¢” (% // (sﬁ)ngeQS&) dx dt + // (8B)k+3v2625é dxdt) (4.3.15)
Q Qu

for all s > sq.
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Proof. Let £ € C*°(]0,T]) be a cut-off function such that
07 )
0<E<1,  £t) = 577 (4.3.16)

and define w = v , where £ = ﬁgfesa(o) and v solves (4.3.1).
Hence w satisfies

—Wt — (a(x)wx>:13 = 75/1} + 593 (t,l‘) € Qa

w(t,1) =0, te (0,7),
WD), 4.3.1
w(t,0) = WD, o (1317)
(awx)( ) ) 07 (SD)7
w(T,xz) =0, z € (0,1).
Then, by (4.2.2) applied to the above system, one can see that
()22 0.1, + 0|20 < c//@(g'v + Eg)2dudt (4.3.18)

for some constants C' > 0.
We estimate from below the two terms on the left hand side of (4.3.18) in the following way:

k <5 2\ 8k <G
[0 (0)[1320,1) = 185 ©)£(0)ePV0(0) 30,1y = (7) NP0 (0)]3 0 (4.3.19)
and
|wHL2 //ﬁkﬁz 252(0),, dacdt>// BFv2e?5? dx dt (4.3.20)

since ¢ < $(0) in Q.
Concerning the right hand side of (4.3.18), we have

// (v + £9)* da dt

= [ [(- 57881 55 ) e+ phee? ] o
< C<// Bk 252 254,0(0),02 dr dt
+/ ﬁk(fl)Qe%@(O)dexdt—k/ ik QeQS‘ﬁ(O)dewdt) (4.3.21)
Q Q

Observing that 8/ = 0in [0,7/2], 8 = 6 in [T/2,T] and using (4.3.7), the fact that supp& C
[0,57/8] and supp &’ C [T/2,5T/8], it follows that

5T .1

2520 // )285 26202 da dt < Ce?s?0 /T ’ / g2 da dt (4.3.22)
5 J0
2

and

5T .1
628@(0)// ﬁk(ﬁl)%zdaydtgCezsa(o)/Tg/ BFv? dx dt
Q = Jo

5T 1

< 05?0 / ’ / BRHL2 da di. (4.3.23)
 Jo
2
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Hence, by the estimates (4.3.18)-(4.3.23), we find that

T
e PO u(0)][2a1) + /0 /0 (sB)02e2? da it
5T q 5T 4
SC(Sk/TS/ sk kt1y2e259(0) dwdt—i—/s/ (sﬁ)keQS‘P(O)g2d:cdt). (4.3.24)
ZJo 0o Jo

Now, let us deal with the first term in the right-hand side of (4.3.24).
First, using the fact that 8 = 6 and ¢ = ¢ in [T'/2,T], one has

5T 1 5T
/ 8/ s* B 12e25% d dt = / 8/ sPORTLY2e?5% d dt. (4.3.25)
Z Jo ZJo
2 2

Then, applying Young’s inequality as in [5], we see that

1 1 () 3 s 2 i
/ ,U2€234p do — / <(CL 2‘ >30262350> ( X ?}262S¢> dx
0 0 Zz a(z)
3 (! ra(z)\s 2 2 1t oa? 2 2
< — — 5d - 5% dax. 4.3.26
_4/0(:62>UQ x+4/0a(x)ve x ( )

2
T
Let p(x) = 2*/3a"/3, then since the function 2 — — is nondecreasing on (0, 1) one has
a

2

p(x) = a<x>§ < Ca(z).

a

Then, applying the Hardy-Poincaré inequality (1.2.9) to ve®?, we get

1,1/3 1
/ az—/g(z)e‘w)2 dor = / p() (vesg")2 dx
0o I

2
1
< C/ )(ve*?)2 da < C’/ a(x)(ve®?)? d. (4.3.27)
0
Using the definition of ¢ (see (4.3.2)), it follows that
1,1/3
/0 373 (ve*?)? dx < C'/ )(ve + 50,0)2e*% dx
< c/ W2 + 5262 v 2)62880 dz. (4.3.28)
a(x)

By (4.3.26) and (4.3.28), we obtain

2
/ 225 dp < C / 2+ 52622 2)628“’dx. (4.3.29)
a(z)

Hence, from (4.3.25) and (4.3.29), we get that

3T .1
s -
/ / Sk/BkJrl,UQergo dx dt
Z Jo
2

2
<C / / ka’f“ Y2 4 2622 )ezs“’dxdt.
a(z)’
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Thus, applying Carleman inequality (4.3.10), one has

3T ) 5T 9
Sk/s/ 5k+10262wd$dt§0/8/ (sk0k+1a(:¢)v§+sk+29k+3—w v2>625@dxdt
3 /o0 ZJo a(x)
2 2
< C// ((89)k+1a($)1}2+<89)k+3a:2UQ)GQSSdedt
A ’ a(z)

< C(// (50)*g?e?® dx dt + // (s0)F3y2e?® dxdt). (4.3.30)
Q w

w*(f) <@, in [O, %} x [0,1]. (4.3.31)

5T .1
/ / 122500 dxdt:sk/ 8/ B2 250031 258 1y gy
Z Jo
=4 T 1 2
< 2P0 (L)) o / . / FRHL2625% 4o
T Jo
2

< 0628[‘2(0)_"9*(55”(// (s0)*g%e2s?® dwdt+// (50)FF3p2e2® d:vdt) (4.3.32)
Q w

Now observe that

Therefore

for s large enough.
Moreover, in view of (4.3.14) and (4.3.31), the second term in the right hand side of (4.3.24)

reads as
=t _ S IR
//(sﬁ)keQS‘P(o)g2dxdt:/ / (s,@’)ke%[“’(o)_w]e%“”gQd:L‘dt
0 0

< 2P0 ”)1/ / (s8)k e g% da dt.

Combining this last inequality with (4.3.24) and (4.3.32), it follows that
s¥]| =P y( HL2 o1t // (sB)Fv2e**? dz dt

< Ce2518(0)—¢* ) // (s0) k 2,25® g dt+// (s6) k+3,,2,25% 100t
/ / (s8)Fg2e2® da dt) (4.3.33)

On the other hand, proceeding as in (4.3.30), we also obtain

T 1 ) T 1
/j (sB)*v%e?*? dx dt = /J (sB)*v2e?% du dt
770 7/0
.’B2
<C/j 59 z)vl + (sh)FH2 e ) % dxdt
< c // (s6)Fg2e*? dz dt+// (56)E302e25® gy dt) (4.3.34)

Note that, since the function s — s¥¢®, with k£ > 0 and ¢ < 0, is nonincreasing for larger values

of s, then, from the fact that 5 < 6 in (0,7") we get that,

(89)k62s<1> _ (Se)keZS\I/(w)G(t) < (S/B)ke%\ll(z)ﬁ(t) — (SIB)ke%é, inQ,



CHAPTER 4. CONTROL OF DEGENERATE EQUATION WITH MEMORY 98

for s large enough, where we recall that ¥ is the weight function given in (4.3.3).
Finally, combining this fact with the estimates (4.3.33) and (4.3.34), we deduce that

OO gy + [] (o807 o

< 0623[‘2(0)W*(sg)]<//(s,6)kg2e25&) dwdt—i—// (Sﬁ)k+31)262s(§ dxdt).
Q w

This ends the proof of Lemma 4.3.1. 0

4.4 Null controllability for a nonhomogeneous system

In this section we will apply the Carleman estimates established in Section 4.3 to deduce the
null controllability result for the nonhomogeneous problem (4.1.4). To this aim, following the
arguments presented in [106, 153], we introduce, for all £ > 0 and s > s, the following weighted
space

Esp={yeZp: (s8) M2 5%y ¢ L*(Q)}

endowed with the associated norm

Iyl3,, = //Q (s8) e~ 22 dadt

The parameter sq is defined as in Lemma 4.3.1.
Observe that, if we consider y in Ej j, then y is continuous in time and satisfies

//(sﬁ k=28 y? dadt < 400,
Q

thus, from the definition of ®, in particular the fact that ® < 0, we have that
y(T,-) =0 1in (0,1).
Then, we are going to prove the following:

Theorem 4.4.1. Let T > 0 and k > 0. Assume (sB)*2e™?f € L*(Q) with s > so. Then, for
any yo € HL(0,1), there exists u € L*(Q) such that the associated solution y of system (4.1.4)
belongs to E ..

Moreover, there ezists a positive constant C' such that the couple (y,u) satisfies

/](Sﬁ —k 728‘1) 2d$dt+/] S/B (k+3 —25d Zd.Tdt
Q

1
< Ce2le0)—¢ ST)] // sf) k=2 L2 dudt + s~ / 6_28“’(0)3/8 dIL‘). (4.4.1)
0
Proof. The proof of this Theorem is inspired by [106, 153]. First of all, consider the following

functional:
w) ://(sﬁ)_ —2s® 2d$dt+// (sB) —(k+3) o =25%,2 70 ¢
Q w

where (y,u) satisfies system (4.1.4) with u € L?(Q) and

y(T,)=0  in(0,1). (4.4.2)
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By classical arguments (see for instance [135, 133]), one can show that J attains its minimizer
at a unique point say, (7, @).
We are going to prove the existence of a dual variable Z such that

{y = (sB)fe>Lz i Q

,a:_ w(sﬂ)k+3625¢2 an
where L*Z = —Z; — (a(z)Z,), and Z satisfies the boundary conditions
_ 2(-,0) = 0, (WD)
Z(-,1) =0 and on (0,7). 4.4.3
Y \ wio=o oo 01 (49

Let us define the following linear space
Xo = {w € C>®(Q): w satisfies (4.4.3)}.
In addition, we set
k(z,w) = //Q(sﬂ)ke%‘iﬁ*zﬁ*w dx dt + // (3,8)]”3625&)211) dxdt, Vzowe X,  (4.44)
and

1
:// fwdxdt+/ yow(0)dzx, Vw e X, (4.4.5)
Q 0

where f,yo are the functions in (4.1.4).
Observe that Carleman estimate (4.3.15) holds for all w € X,. In particular, we have

1 [
sk/ e2?0)y(0)? da: + // (sB)Fe?*Pw? da dt < Cezs[gp(o)_‘p*(%)}n(w, w), Vw e X,.
0 Q

Now, let us denote by X, the completion of X, with the norm [wllz, = (k(w, w))/2. Thus, X,
is a Hilbert space with this norm.

Clearly,  is a strictly positive, symmetric and continuous bilinear form in )N(a.

Moreover, in view of the above inequality, one can see that the linear form ¢ is continuous
in Xa. Indeed, employing the Cauchy-Schwarz inequality, for all w € )N(a, we have

w)| = //wad:ndt+ /Olyow(())dt
< ((//Q(«95)_1‘76_28‘?}"2 da:dt // Bk P d dt> 12
* (3% /01625“2(0) 2dm>1/2< k/o €258(0) (0)?2 da:>1/2)
= (K//Q(Sﬁ)_ke_%@f2 dx dt) 12 + (S—k /01 e_gsa(g)yg dx) 1/2} y
[(// (s8)Fe**Pw? dx dt)m i <5k /1 £259(0)(0)2 dJU)mD
0

< CeslP0)-¢" // sB) ke 250 f2 dmdt)

+ (sk/o e~ 258(0),2 dx) /}kux (4.4.6)
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Hence, by Lax-Milgram Theorem, we infer that there exists a unique z € X, such that
k(Z,w) = l(w), Vw e X,. (4.4.7)

This fact, together with (4.4.6), gives that
_ . N 1/2
K(Z,2) = 0(3) < Ce’lP0)—¢ <%>l[( // (sB) " ke=2% f2 da:dt) /
Q

b (s /0 0,2 o) Y §[Er

This implies

5 . . 1/2
I35 < CeslPO-—¢ €3] [(// (s8) " *e~252 £2 dy dt)
‘ Q

1 ~ 1/2
+ <Sk/0 e~ 259(0),2 da:) ] (4.4.8)
Setting
~ k_2s® px
= L
j=(sh)e e (4.4.9)
= —1,(sB8) 1 3e*%z
and using the definition of the bilinear form (-, -), we can write
2, =[] s te @ (ot o) drar
“ Q
+ ﬂ (3/8)*(76+3)6725<i>(1w(sﬁ)k+3625€f)§)2 drdt
= // (55)7%728&)3}2 dx dt + // (Sﬁ)i(k+3)6725éfb2 dxdt
Q w
and, in view of (4.4.8), we can deduce
// (sﬁ)*ke*%‘i)gj2 dx dt + // (36)7(k+3)e*25&>&2 dxdt
Q w
1
< Ce2s12(0)—¢" (55)] (// (,sﬁ)_ke_%"a]”2 dx dt + s_k/ 6_25“"(0)3/(2) d:L'). (4.4.10)
Q 0

Hence § € E; ) and satisfies the inequality (4.4.1).
In order to complete the proof, it remains to show that (7, @), satisfies the parabolic problem
(4.1.4) and the identity (4.4.2). First of all, by (4.4.10) it is immediate that §,% € L*(Q).
Moreover, denote by 3 the weak solution of system (4.1.4) associated to the control function
u = U. Then, ¢ also solves this system in the sense of transposition, that is, § is the unique
function in L?(Q) satisfying

//Q:&hda:dtz/Olyow(O)der//Qlwawdxdwr//@fwdxdt, VheL*(Q),  (4.4.11)

where w is the solution of

—ue— (@l@)ue)a = h (t,z) € Q,

AN te (0,1),
w(t,0) =0, (WD),

{ (awg)(t,0) =0, (SD), te(0,7),

w(T,xz) =0, ve(0,1).
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On the other hand, substituting the expressions of § and 4, given in (4.4.9), in (4.4.7), we obtain

//Qﬂhda:dt—// lwﬁwalacdz‘,://wadggdt_i_/olyowm)cm7 Vh e L2(Q). (4.4.12)

Hence, (4.4.11) and (4.4.12) imply that § = y solves (4.1.4).
This completes the proof of Theorem 4.4.1. O

We underline that Theorem 4.4.1 provides null controllability property for more regular
solution of (4.1.4). Such a result turns out to be fundamental for the proof of Theorem 4.5.1.

4.5 Null controllability of memory system

In this section, we analyze the null controllability result for the degenerate parabolic equation
(4.1.1). First, for k£ > 0, we set

Egpr={we Egr: |[(sB) e w||12(q) < R},
where R is an arbitrary positive constant. Clearly, E ;. g is a bounded, closed and convex subset

of L*(Q).

Let w € E, i g and consider the following system:

yr — (a(2)yz)z = /b(t, s,x)w(s,z)ds + 1yu (t,z) € Q,
0

y(t,1) =0, te(0,7), (4.5.1)
{ y(t,0) =0, (WD), fe 0.)

(ayx)(tv 0) =0, (SD)v ’ ’
y(0,z) = yo(z), z € (0,1).

Hence, the next null controllability result holds.

Proposition 4.5.1. Let T and R strictly positive and k > 0. Assume that the memory kernel
satisfies,

(7 — 12 T € L0, 7) x Q), (4.5.2)

where vy and d are the constants of (4.3.2) and s is the same of Lemma 4.3.1. Then, for all
w € Fyr and for any yo € H2(0,1), there exists u € L*(Q) such that the associated solution y
of system (4.5.1) belongs to Ej,.

Notice that, condition (4.5.2) may appear as a quite strong restriction on the admissible
kernel function b. Notwithstanding, it is instead a natural one, since the only thing that we are
asking is its boundedness with respect to the Carleman weight. In other words, b should decay
exponentially to 0 as t goes to T~ . Recall that this assumption is less restrictive, for larger
values of the parameter k£ > 0, than (4.3.9).

Proof. Let w € Eg ) g and let y € Z7 the solution of (4.5.1). Using the fact that —ydf < ¢ in
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Q (see (4.3.5)), we get that

//Q(sﬁ)_ke_%‘p /tb t,s,z)w(s, ) ds>2da: dt

0

< CT// /(85)_k6_25¢b2(t,s,a:)wz(s,w) dsdx dt
@9
¢
< CT// /(SB)keQSVdﬁbZ(t,s,:z:)wQ(s,x) ds dzx dt
Q

< CT// / Wb2(t,8,x)w2(s7x) ds do dt.

Hence, by virtue of condition (4.5.2), we have

t

//Q(sﬁ)_ke_zw /b (t,s,x)w(s,x) ds>2da:dt

0
< CT// w? dz dt; (4.5.3)
Q
therefore, using Holder’s inequality, the fact that sup (sﬁ(t))ke%&)(t, x) < oo and w € E; R,
(tx)eQ

we conclude that

// —k —2390 0

SCT$7k< sup (sB(t))* e25® (t,z) // (sB)~ ~25®4,2 o it

(t,x)eQ
< Crs™"R? < +0.

2
b(t, s, z)w sx)ds) dx dt

\N

This implies that (s3)~*/2e¢=% ( / b(t,s,x)w(s, ) ds) € L*(Q). Hence, in view of Theorem

0
4.4.1, we deduce that there exists u € L?(Q) such that the associated solution y of (4.5.1)
belongs to F . Hence, the conclusion follows. ]

As a consequence of Proposition 4.5.1 and Kakutani’s fixed point Theorem, we obtain the
following result.

Theorem 4.5.1. Let T' > 0, k > 0 and assume that (4.5.2) holds with s > so such that

C’s_ke_sy(%)gd*

IN
N

)

where 7y, d* and C are the constants that appear in (4.3.4) and (4.4.1), respectively.
Then, for any yo € H}(0,1), there exists u € L*(Q) such that the associated solution y € Zr
of (4.1.1) satisfies
y(T,-) =0 in (0,1).
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Proof of Theorem 4.5.1. For the moment take R > 0 sufficiently large. Define, as in [153], the
multivalued mapping A : Es , p C Esp, — 2Fsk in the following way: for every w € Es kR, AM(w)
is the set of y € E, such that for some u € L*(Q) satisfying

1
// (s8)~ k3¢ ~2%02 gt < 2P0 (5)] (R2 —|—/ e~ 250(0)2 da:), (4.5.4)
w 0

the associated solution y of (4.5.1) satisfies
Y€ FEs, and y(T,-)=0  in(0,1). (4.5.5)

Thus, our task is reduced to prove that A admit at least one fixed point in Eyj r. To this

aim, it suffices to check that A satisfies the assumptions of Kakutani’s fixed point Theorem (see,

g., [89, Theorem 2.3] or [119] ). Next, we are going to check that all the conditions to apply
such a theorem in L?*(Q)-topology are satisfied.

Clearly, A(w) is a closed set of L?(Q). Moreover, thanks to Proposition 4.5.1, A(w) is non
empty. The fact that the identity in (4.5.5) is stable by convex combinations yields the convexity
of A(w).

Now, let us prove that A(Eskr r) C Eggr for a sufficiently large R. Using the inequality
(4.4.1), condition (4.5.2) and proceeding as in (4.5.3), we have

//(56 k —2s5® 2d$dt+// Sﬁ k+3) —25d QdIL‘dt
Q w

t
2
< Ce2s[P0)—¢" % // sB)F —25%0 /bt 5, T)w sx)ds) dz dt

0

s / —255(0) 2dx>
< Ce*lP0)—¢" TT k// w da:dt—i—sk/ e~ 25P(0),2 da:).

Therefore, applying Holder’s inequality, we obtain

//(Sﬂ —k —25@ 2d$dt+// 8,8 —(k+3) —25<I> Qd.'L'dt
Q w

< Oske2slPO—¢" (5] << sup (sB(t))* M)(” // sB) Fe~25® zdl'dt)
(tz

/ —25@(0) 2 )

In particular, since ¢ < 3(0), @ < ®(0) inQ (see (4.3.13)), sup (sB(t))" 3% < 400 and
(tz)eQ
w € F 1 g, the last inequality becomes

ﬂ(sﬂ) —25d 2d$dt+/] 85 (k!+3 —25d 2d(L’dt
Q w

1
< CsF (es[Qcﬁ(O) 20" (3L)+59(0 NR2 4 g 25¢" % )/ y(2) dx). (4.5.6)
0

In3
On the other hand, by taking the parameter p in (4.3.3) so that p > H T‘L| one can show that
[e.e]
e2ellolle g(e2pliolle — epllolioo)

d—d-’ 2(d — d*)

the interval ( ) is nonempty, and thus, we can choose the constant
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v ( see (4.3.2)) in such a way

o2elolloe _ 1 3(e20lollc _ eplolic)
i—a ST 2d—an

Thus, as a straightforward consequence, one has

5@@) < () for every te€ (0,7). (4.5.7)

Using (4.5.7), the definitions of @ and ¢*, and choosing d > 10d*, we find

2(0) ~ 20°(30) + 38(0) < 33(0) ~ 20° (X))

s = 3(d" — d)5(0) + 215(%5)
Oy
() b2

By assumption s is such that

Ok es2RO-20" CE)+580)] <

thus, we immediately obtain, from this last inequality and (4.

//(8,8)_ —2sd 2d$dt—|—// SB k+3 —2sd 2d$dt
Q w
1
( R2 4 Cem 2% (%) "f/ y@dx). (4.5.8)
0

Hence, for R sufficiently large, we have

//(sﬂ —ko—28% y*dx dt < R?.
Q

As a consequence, A(Es i r) C Es i Rr-

Furthermore, let {w,} be a sequence of Ej r. Thanks to Proposition 4.2.1, the associated
solutions {y,} are bounded in Zp. Then, in view of Aubin-Lions Theorem, this implies that
A(Fs . g) is relatively compact in L*(Q).

Let us finally check that A is upper-semicontinuous under the L?(Q)-topology. To this aim,
let {wy} be a sequence satisfying w, — w in E, r and y, € A(wy,) such that y, — y in Lz(Q).
Our objective is to prove that y € A(w). At first, observe that for any w, € E, r, we can
find at least one control u, € L?(Q) such that the associated solution y, belongs to L?(Q). By
virtue of Proposition 4.2.1 and (4.5.8), we deduce that there is a subsequence satisfying

Uup — u  weakly in LQ(Q)
Yyn — ¢y weakly in Zp and (4.5.9)
strongly in C/(0,T; L(0,1)). (4.5.10)

This yields y = § in L*(Q).
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Since (yn, uy) satisfies the system

Ynt — ((T)Ynz)z b(t, s, x)wp (s, z)ds + 1,un, (t,z) € Q,
/"
yn(t,1) =0, t€(0,7), (4.5.11)
w(t0) =0, (WD) o
(ayna:) ,0)=0, (SD), s
Yn(0,z) = yo(x), z € (0,1),

hence passing to weak limit, it follows that the couple (y, u) satisfies (4.5.1). This provides that
y € A(w) and, therefore, A is upper semicontinuous.

Consequently, using the Kakutani’s fixed point Theorem in the L2(Q)—topology for the map-
ping A, we infer that there is at least one y € E, i g such that y € A(y). Thus, by the definition
of A, there exists at least one couple (y,u) satisfying all the conditions in Theorem 4.5.1. The
uniqueness of y follows by Proposition 4.2.2. Hence, the proof of Theorem 4.5.1 is complete. [

Remark 31. e Let us recall that, without any hypothesis on the kernel b, the null con-
trollability of (4.1.1) fails (see [110, 170]). Hence, the decaying condition (4.5.2) could be
necessary.

e A condition similar to (4.5.2) already appears in the work of Q. Tao and H. Gao in [153]
for uniformly parabolic equations (see (4.1.3)). Hence, the null controllability result stated
in Theorem 4.5.1 for the degenerate equation with memory can be seen as an extension to
the one obtained in [153].

e The difference on the powers of the exponential terms in (4.5.2) and (4.1.3) is mainly due
to the different weighted time functions considered in these two contexts.

e Owing to Remark 11, we can actually decrease the exponent 4 in the assumption (4.5.2)

to the exponent 2. In particular, in place of (4.5.2) we can assume

¢
(T —)*eT7b e L™((0,T) x Q)
A 4

where C' = (T)zs'yd.

Clearly, Theorem 4.5.1 holds also in a general domain (¢t*,7") x (0, 1) with suitable changes.
Thanks to this fact, the following null controllability result holds for memory system (4.1.1).

Theorem 4.5.2. Let T'> 0, k > 0 and assume that (4.5.2) holds with s as in Theorem 4.5.1.
Then, for any yo € L?(0,1), there exists u € L*(Q) such that the associated solution y € Wy of
(4.1.1) satisfies

y(T,) =0 in (0,1).

Proof. Consider the following homogeneous parabolic problem:

wy — ( /btsa: ,x)ds (t,x)E(O,g)x(O,l),
0
w(t, ):07 te (0,%),
w(t,0) =0, (WD), T
{ (awy)(t,0) =0, (SD), t€0,3),
w(0,2) = yo(), z e (0,1),
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where yp is the initial condition in (4.1.1).
By Proposition 4.2.2, the solution of this system belongs to

Wi = L? <0, %;H;(o, 1)> nce <[o ﬂ : L2(0, 1)> .

T
Then, there exists t* € (0, 5) such that w(t*,-) := w*(-) € HL(0,1).

Now, we consider the following controlled parabolic system:

2zt — (a(x)2g)r = /b(t, s,x)z(s,x)ds + 1,h  (t,z) € (t",T) x (0,1),
0

(1) = 0, te (t,T),
{ 2(t,0) =0, (WD), fe )

(azx)(t’ ) =0, (SD)) C
2(t*, x) = w*(x), z € (0,1).

Hence, thanks to Theorem 4.5.1, there exists h € L2((t*,T) x (0,1)) such that the associated
solution z € Z5 := L*(t*,T; H2(0,1)) N H'(t*,T; L*(0, 1)) satisfies

2(T,-)=0 in (0,1).

Finally, setting

_fw, in [0,¢%], [0, in [0,¢],
y-—{z, in [rr,7] “-—{h, in [1,7],

one can prove that y € Wy solves the system (4.1.1) associated to u and is such that
y(T,-) =0 in (0,1).
Hence, the thesis follows. ]

Remark 32. In the present context, by Theorem 4.5.2, one can deduce immediately the null
controllability result for (4.1.1) when the control acts at the nondegenerate point x = 1. Indeed,
it is sufficient to use a standard technique and a localization argument as in [5, Remark 4.6.2].
Of course, the situation is completely different in the case when the control acts at the degenerate
point x = 0. We refer to [55] for a discussion of this issue.

Remark 33. Observe that, as in the context of parabolic equation without memory (i.e., b = 0),
the null controllability for (4.1.1) proved in Theorem 4.5.2 yields the exact controllability to
trajectories, that is, for any trajectory 7 (i.e. solution of (4.1.1) corresponding to u = 0 and
yo € L*(0,1)) and any yo € L?(0,1), there exists u € L?(Q) such that the associated solution to
(4.1.1) satisfies

y(T,z) = y(T, z), z € (0,1).

Indeed, let us consider a trajectory ¥ and introduce the following change of variables z = y—7,
where y is a solution of (4.1.1). Hence, z satisfies the following controlled system:

2zt — (a(x)2g)r = /b(t, s,x)z(s,x)ds+1,u  (t,z) € Q,
0

A= te (0,7),
2(t,0) = 0, (WD),
{ (a2)(t,0) =0, (SD), t€(0,7),

2(0,x) = zp(x), xz € (0,1),
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where 2y = yo — Y-
According to Theorem 4.5.2 there exists u € L?(Q) such that

2(T,x) =0, xz € (0,1).
Consequently,
ﬂ(T,J}) = y(T,a:), YOS (Oa 1)'
4.6 Extensions

In this section we discuss some extensions of the above null controllability results.

4.6.1 Null controllability in the case a(1) =0

In this subsection we address the null controllability result for the following degenerate parabolic
equation with memory

,

Y — b(t,s,x)y(s,z)ds +1l,u  (t,z) € Q,
= [
y(t,0) =0, t € (0,7), (4.6.1)
{ (ay2)(t,1) =0, (SD), =01
y(O,Z’) = y()(.T), S (07 1)7

where 3 € L%(0,1) and a degenerates at the extremity = = 1, i.e., a(1) = 0. In order to present
our main result we need to introduce the functional spaces where our problem will be well posed.
As before, we distinguish the two following cases:

o Weakly degenerate case (WD)

acC([0,1])nC([0,1)), a(1) =0, a>0 in [0,1), (4.6.2)
Ja€[0,1), suchthat (z—1)d'(x)<aa(z), Vael01], e
e Strongly degenerate (SD)
((acCY[0,1]), a(1)=0,a>0 in [0,1),
Ja € [1,2), suchthat (z—1)d(z) < aa(z), Vazel0,1],
ER= (1,a], z — (1(:16)6 is nonincreasing near 0, if & > 1, (4.6.3)
—
B e 0,1), z — x))ﬁ is nonincreasing near 0, if & =1.
x

Clearly, the prototype is a(z) = (1 —z)%, &€ (0,2).
Let us introduce the weighted spaces H} and H? as follows:
Case (WD).

HY0,1) == {y € L2(0,1) sy acc. in [0,1], vays € L2(0,1) andy(0) = y(1) = 0}

and

H2(0,1) := {y € HM0,1) : ay, € HY(0, 1)}.
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Case (SD).
HL0,1) := {y € L2(0,1) : y locally a.c. in [0,1), vays € L2(0,1) and y(0) = 0}

and

H%(0,1) :

{y e HY(0,1) : ay, € H(0, 1)}
= {y € L*(0,1) : y locally a.c. in [0,1), ay € Hg(0,1),
ay, € H'(0,1) and (ay,)(1) = 0}.

Using the above spaces, one can prove that the well-posedness results given in Propositions
4.2.1 and 4.2.2 still hold. On the contrary, setting ¢ := 61, where 6 is defined as in (4.3.2) and

b= ﬁ(/; 1@(;)1’ dy — J), (4.6.4)

1
- 1—
with 4 and d > / s dy positive constants, the next null controllability result holds.
0

a(y)

Theorem 4.6.1. Let T > 0, k > 0 and assume that

(T — t)Zke(%)4%b e L>=((0,T) x Q), (4.6.5)

with s as in Theorem 4.5.1. Then, for any yo € L*(0,1), there exists u € L*(Q) such that the
associated solution y € Wrp of (4.6.1) satisfies

y(T,-)=0 in (0,1).

Proof. The proof of this theorem follows the same strategy of Theorem 4.5.2; of course using
symmetric arguments. The main difference is that here, in place of (1.2.9) and (4.3.8), we use
the following Hardy Poincaré inequality:

there is a positive constant C' such that, for every y € HL(0,1), the following inequality holds

/01(1:2) d:v<C/ )|y (2)[? dz,

and the following Carleman estimate:
there exist two positive constants C' and sg, such that the solution v € Zp of (4.3.1) satisfies

1— 2
// (sﬁa(x)vi + 5303ﬂv2> 5% da dt
Q a(z)
< C( // g*e®® dr dt + // $303v2e25?® dmdt)
Q w
for all s > sg.

As the procedure is completely similar, we omit the details of the proof. O
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4.6.2 Null controllability in the case a(0) =a(1) =0

In this subsection we will extend the null controllability result proved above to the degenerate
parabolic equation with memory

yr — (a(2)yz)e = /b(t, s, x)y(s,x)ds + lyu (t,z) € Q,
0
y(t,0) =0=y(t,1), (WWD),
(ap:)(60) =0=y(t,1),  (SWD). o (166)
y(t,0) =0 = (ay)(t, 1), (WSD),
(ayz)(t,0) = 0 = (ays)(t, 1), (SSD),
y(0,2) = yo(z), z € (0,1),

where yo € L*(0,1) and @ vanishes at both extremities of the interval (0,1) and satisfies, as in
[140], one of the four following cases:

o weakly-weakly degenerate case (WWD):

a e C([0,1])nCL((0,1)), a(0) =a(l) =0, a>0 in (0,1),
Ja €[0,1), such that zd(z) <aa(z), Vzel0,1],
Jae[0,1), suchthat (x—1)d'(z)< aa(z), Vazel01],

e strongly-weakly degenerate case (SWD):
a € C([0,1)) nC([0,1)), a(0) =a(1) =0, a >0 in (0,1),
Ja €[1,2), suchthat =zd(z) <aa(z), Vzel0,1],

e (1,a], z— @ is nondecreasing near 0, if « > 1,

A8 € (0,1), z — a—fg) is nondecreasing near 0, if a=1,
x
Ja€0,1), suchthat (z—1)d(z)<aa(z), Vzel01],

e weakly-strongly degenerate case (WSD):

a e C([0,1])nC((0,1]), a(0) =a(l)=0, a>0 in (0,1),
Ja €[0,1), suchthat xd (z) <aa(z), Vzel0,1],
Ja €[1,2), suchthat (z—1)d(z) <aa(z), Vzel0,1],
38 € (1,a], z — ﬂ is nonincreasing near 0, if & > 1,
(1—=)
36 € (0,1), z — & is nonincreasing near 0, if & =1.
(-2

e strongly-strongly degenerate case (SSD):

(acCY(0,1]), a(0)=a(l) =0, a>0 in (0,1),
Ja €[1,2), suchthat =zd(z) <aa(z), Vzel0,1],

a(x
A€ (1,a], z — —5 is nondecreasing near 0, if o > 1,

A8 €(0,1), z — a—? is nondecreasing near 0, if a=1,
T

Ja €[1,2), suchthat (z—1)d'(x)<aa(z), Vzel0,1],
EIB € (1,a), z— (x) —  is nonincreasing near 0, if a > 1,
— )P
36 € (0,1), z — R 5 nonincreasing near 0, if a=1.

L (1 x)B
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A typical example is a(z) = 2%(1 — )%, with o, & € [0,2).

As previously, in order to study the well-posedness of problem (4.6.6), we shall define four
different classes of weighted spaces.

Case (WWD).

HY0,1) = {y € L2(0,1) sy acc. in[0,1), ays € L2(0,1) and y(0) = y(1) = 0}

and
H2(0,1) := {y € H'(0,1) : ay, € H(0, 1)}.
Case (SWD).
HY0,1) = {y € L2(0,1) : y locally a.c. in (0,1], vay, € L2(0,1) and y(1) = o}
and
H2(0,1) : = {y e HY(0,1) : ay, € H(0, 1)}
= {y € L*(0,1) : y locally a.c. in (0,1], ay € Hg(0,1),
ay, € HY(0,1) and (ay,)(0) = 0}.
Case (WSD).
HY0,1) = {y € L2(0,1) : y locally a.c. in [0,1), +/ays € L2(0,1) and y(0) = 0}
and
H2(0,1) : = {y € HN0,1) : ay, € H(0, 1)}
= {y € L*(0,1) : y locally a.c. in [0,1), ay € Hg(0,1),
ay, € H(0,1) and (ay,)(1) = 0}.
Case (SSD).
HY0,1) := {y € L2(0,1) : y locally a.c. in (0,1), +ays € L*(0, 1)}
and
H2(0,1) : = {y € HY(0,1) : ay, € H(0, 1)}

= {y € L*(0,1) : y locally a.c. in (0,1), ay € Hj(0,1),

ay, € H'(0,1) and (ay,)(0) = (ay,)(1) = o}.

Again, the well-posedness results proved in Propositions 4.2.1 and 4.2.2 still hold and, as a
consequence of Theorems 4.5.2 and 4.6.1, one can deduce the following null controllability result
for (4.6.6).

Theorem 4.6.2. Let T > 0, k > 0 and assume

4

(- o) Ty 0.1 < Q) (4.6.7)

with s as in Theorem 4.5.1, where ¥ = max{~,7},d = max{d, J} Then, for any yo € L?(0,1),
there exists u € L*(Q) such that the associated solution y € Wy of (4.6.6) satisfies

y(T,)=0 in (0,1).

Here y,7,d and d are the constants given in (4.3.2) and in (4.6.4).
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Proof. Consider the following parabolic system

;

wy — (a(x)wy)y = /b(t,s,x)w(s,x) ds + 1yug (t,z) € (0,T) x (0,8,
0

w(t, ﬁl) =0, t€(0,7), (4.6.8)
w(t, 0) =0, (WD),
(a’wm)(tv 0) =0, (SD)v

( w(0,7) = yo(x), z € (0,8,
where w € (XN, 8') € (0,1) and yp is the initial condition in (4.6.6).

Thus, by Theorem 4.5.2, we know that there exists a control u; € L*((0,T) x (0, ') such
that the associated solution w € Wy of (4.6.8) satisfies

t e (0,7),

w(T,") =0, in(0,8).
Now, define w the trivial extension of w in [0, 1]. Hence
@(T,) =0, in(0,1).

In a similar way, we consider the following parabolic system

2zt — (a(x)2g) = /b(t, s,x)z(s,x)ds + 1,us  (t,z) € (0,T) x (N, 1),
0

z(t, X) =0, te(0,7), (4.6.9)
(1) = 0, (WD),
{ (az)(t,1) =0, (SD), te(0.7),
L 2(0,2) = yo(x), x e (N, 1).

Then, thanks to Theorem 4.6.1, there exists a control uy € L*((0,T) x (XN,1)) such that the
associated solution z € Wr solution of (4.6.9) satisfies

2(T,)=0, in(N,1).
Now, define Z the trivial extension of z in [0,1]. Hence

3(T,)=0, in(0,1).
Next, consider

- 0
() = { 0, (t,z) €

and o 0, (t,x) € (0,T) x (0, ),
i(t, ) —{ up(t,z), (t,x) € (0,7) x (X, 1).

Let x € C°°([0,1]) be a smooth cut-off function such that
"
R ) (46.10)

where (A, 8") € w and set y = yw + (1 — x)Zz.
Then, one can easily verifies that

ye = xW + (1 = x)Z,
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and

(ayx)x :X(awx)m + (1 - X)(ang)m + ((aw)xX:E + aWX e + awxX:p)
- ((aé)xX:p + azXze + ang:p)-

Therefore, we find that

yr — (ayz)z— / b(t,s,x)y(s,z)ds = X(ﬁ)t — (aWy)y — /b(t, S, x)W(s, x) ds)
0 0

F(1—y) (zt ~ (aZp)e — /b(t, 5,2)5(s, ) ds)
0

- ((GUN}>$X96 + aWX gz + ameac) + <(a2)$Xac + azZXze + angac)
= 1,xur + 1w(1 - X)UZ - ((aw)a:Xm + awxge + CLID;;:ng)

+ ((aé)zxr + aZXzz + aézxr>.

Observe that the supports of x, and X, are contained in (A", 3”) € w. Then, we can write
t
(ayz)z = /btsa: (s,z)ds+ lyu
0

where u € L*(Q) satisfies

lou = 1,xur + 1w(1 - X)ﬂQ - ((aw)xX:Jc + aWxX e + awaﬁX:Jc)
+ ((ag)ach + aZXzz + aimXx)-

Moreover, using the definitions of @, Z and Y, it follows that

y(t,0) = (Xw +(1- X)z) (t,0)=0, te(0,T),
y(t,1) = (Xfo +(1- X)z) (t,1)=0, te(0,T),
(ay)a(t,0) = (Xead + x(aih,) — x5 + (1= )(a%) ) (£,0) =0, € (0,T),
(a)a(t,1) = (o0 + x(a,) — o2 + (1= X)(aZ) ) (£1) =0, t€ (0.7),

from which we get the boundary conditions given in (4.6.6).
In addition, we have

y(0,2) = x(z)w(0,2) + (1 = x(2))2(0, )
= x(@)yo(z) + (1 = x(2))yo(z) = yo(z), =€ (0,1).

In conclusion, y solves the memory system (4.6.6), and satisfies

Hence the claim follows. O



Chapter 5

Boundary controllability for coupled
degenerate systems

The objective of this chapter is to study the controllability properties for one dimensional lin-
ear system of two coupled degenerate parabolic equations with one control force acting at the
boundary of the space domain. In particular, we give necessary and sufficient conditions for
the approximate and null controllability results. Our proofs are based on the moment method
together with some properties of Bessel functions and their zeros.

The results obtained in this chapter are presented in the preprint [10].

5.1 Introduction

In this chapter, we deal with controllability issues for a class of coupled systems of one-dimensional
degenerate parabolic equations, by a boundary control located at the end point of the interval
(0,1). More precisely, we consider the following control system:

Oy — (2%Yz)x = Ay, in Q,
y(t, 1) = Bo(t), in (0, T'),

t,0) =0 0< 1 1.
y(,) , <a< tG(O,T), (511)
%Yy (t,0) =0, 1<a<?2

y(O, li) = yO(l‘)v in (07 1)7

where A € L£(R?) and B € R? are given. Here v = v(t) is the control function which only
acts at one boundary point for all times and y = (y1,y2)* is the state variable. Further, o > 0
represents the order of degeneracy of the diffusion coefficient that may vanish at x = 0.

We will see that, for every v € L?(0,T) and yo € H,, (0,1)?, system (5.1.1) admits a unique
weak solution defined by transposition that satisfies

y € L*(Q)*nC°([0,T), H;'(0,1)%).

Observe that the previous regularity permits to pose the boundary controllability of the degen-
erate system (5.1.1) in the space H,'(0,1)?, defined later in section 5.2.
With the previous notations, we recall the following definitions:

Definition 5.1.1. System (5.1.1) is approximately controllable in H;'(0,1)? at time T' > 0 if
for every yo,yq € H, (0, 1)? and any € > 0, there exists a control function v € L?(0,T) such
that the solution y to system (5.1.1) satisfies

ly(T,-) — yd||H51(071)2 <e.

113
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On the other hand, it will be said that system (5.1.1) is null controllable at time 7" > 0 if for
every yo € H,'(0,1)%, there exists a control v € L*(0,T) such that the solution y to system
(5.1.1) satisfies

y(T,")=0, in H;'0,1)%

To our knowledge, the first distributed null-controllability for degenerate coupled parabolic
systems has been treated in [61]. In particular, the authors consider a cascade system with the
same diffusion coefficient, and recover distributed controllability results similar to those obtained
in [108]. For more general systems of degenerate equations we refer to [2, 3, 84].

The main goal of this chapter is to provide an answer to the null and approximate controlla-
bility issues for the degenerate system (5.1.1) where the control is exerted at the boundary point
x = 1. With this purpose, let us remind the result from [88], which asserts that a necessary
condition for the controllability of this kind of systems is given by the following Kalman’s rank
condition:

rank[B|AB] = 2.
Moreover, as explained in [88], by taking P = [B|AB], the change of variables
g=Ply,

leads to the following reformulation of (5.1.1):

0 — (2*Ya)x = A7, in (0,7) x (0,1),

y(t,1) = Bu, in (0, T),
y(,0) =0, 0<a<l 1.2
o « te (0,7), (5:1.2)
x9:(t,0) =0, 1<a<?2

7(0,z) = P Ly (x), in (0,1),

where

A=PlAp = <0 “1> and B=P 'B= <1> .
1 ao 0

Therefore, the controllability properties of system (5.1.1) can be obtained directly from the
controllability results of system (5.1.2) passing through this mentioned change of variables. For
simplicity, it will be assumed in the rest of this chapter that A and B are given by

A= ((1) Z;) and B = (é) (5.1.3)

We would like to emphasize that imposing a control that acts at the nondegenerate point does
not imply a simple adaptation of the previous distributed controllability results. For example, at
a first glance, one may think that our boundary controllability results can be obtained directly by
standard extension and localization arguments from the corresponding distributed controllability
results as in the case of scalar parabolic equations. But this is not the case and the situation is
quite different for non-scalar parabolic systems. Indeed, as pointed out in [88, 17], the boundary
controllability is not equivalent and is more complex than distributed controllability. To be
precise, while the Kalman’s rank condition is a necessary and sufficient condition for the null
controllability at any time in the distributed case, it was proved in [88] that it is necessary, but
not sufficient, for the boundary controllability for coupled parabolic systems.

In this setting, our main result gives necessary and sufficient conditions for the null con-
trollability of the system (5.1.1) (see Theorem 5.5.2). To this aim, we will follow the strategy
initiated by Fattorini and Russell [87, 86], which is based on the moment method and results
on biorthogonal sequences. In particular, we use techniques similar to those in [15, 31, 88], but
adapted to our nonstandard degenerate situation.
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Moreover, the proof of the null controllability property will rely on the following known
result which relates the existence and bounds of biorthogonal families to complex exponentials
to some gap conditions (see [31]).

Theorem 5.1.1. Let {A,}n>1 be a sequence of complex numbers fulfilling the following assump-
tions:

1. A # Ay, Yn,m>1, with n#m,
2. R(An) >0 for every n>1,

3. for some § >0

I(An) < OVR(An), ¥n>1,
4. {An}n>1 is non decreasing in modulus,

’An‘ < ’An—&—l‘ Vn > 1,

5. {An}n>1 satisfies the following gap condition: for some p,q > 0,

inf A — Ap| >0, (5.1.4)

{ A — M| > pln® —m?| Yn,m:|n—m|>gq,
n#£m, [In—m|<q

6. for some p,s >0,

lpVr = N(r)| <s, Vr>0, (5.1.5)
where N is the counting function associated with the sequence {Ay}n>1 that is the function
defined by

N(r)=Card{n: |Ay| <7}, Vr>0. (5.1.6)

Then, there exists Ty > 0, such that for any T € (0,Tp), we can find a family {gn}n>1 C
L2(=T/2,T/2) biorthogonal to {e "'}, 51 i.e., a family {q,}n>1 in L2(=T/2,T/2) such that

T/2
/ qn(t)e*Amt dt = 8pm.-
—T/2

Moreover, there exists a positive constant C' > 0 independent of T for which
1gnllL2(—/a.m/2) < CCVRUDFE -y > 1, (5.1.7)
Here for z € C, R(z) and Z(z) denote the real and imaginary parts of z.

The rest of the chapter is organized as follows. In Section 5.2, we prove the well-posedness
of the problem (5.1.1) in appropriate weighted spaces using the transposition method and recall
some characterizations of the controllability. In section 5.3, we discuss the spectral analysis
related to scalar degenerate operators and present a description of the spectrum associated with
system (5.1.1) which will be useful for developing the moment method. Section 5.4 is devoted
to studying the boundary approximate controllability problem for the system (5.1.1). Finally,
in section 5.5, we prove the boundary null controllability result.
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5.2 Preliminary results

5.2.1 Function spaces and well-posedness

Let us start introducing the functional setting associated with degenerate operators from [5].
First of all, we denote by HL(0,1) the following weighted Sobolev space:

H1(0,1) := {y e L2(0,1) N HL.((0,1]) : 2%/%y, € L2(0, 1)}.

As pointed out in the first chapter of this thesis, since equation (5.1.1) is degenerate, different
boundary conditions have to be imposed at z = 0 depending on the value of «. Indeed, for
any u € HL(0,1), the trace of u at = 1 obviously makes sense which allows to consider
homogeneous Dirichlet condition at x = 1. On the other hand, the trace of u at x = 0 only
makes sense when 0 < o < 1. This leads us to consider, as in [56], the following weighted Hilbert
spaces:

1. In the weakly degenerate case (WD), 0 < o < 1:
H(0,1):= {y € L*(0,1) : yabsolutely continuous in [0, 1],
2%y, € L2(0,1)and y(1) = y(0) = 0}
and

H2(0,1) := {y e HL(0,1) : 2%y, € HY(0, 1)}.

2. In the strongly degenerate case (SD), 1 < a < 2:
H(0,1):= {y € L*(0,1) : ylocally absolutely continuous in (0, 1],
2y, € L*(0,1) and y(1) = 0}
and
H2(0,1) : = {y € HL(0,1) : 2%y, € H(0, 1)}
= {y € L*(0,1) : ylocally absolutely continuous in (0, 1], 2%y € HJ(0,1),

2%y, € H'(0,1) and (z%y,)(0) = o}.

In both cases, the norms are defined as follows
lyllZ == lwlFz00 + 12 %0li200,  N9llhz = l9llE + 1@ )2l T2,

Let H.'(0,1) be the dual space of H}(0, 1) with respect to the pivot space L*(0, 1), endowed
with the natural norm

||Z||Hojl = sup <Zay>H;1,Hé~

In what follows, for simplicity, we will always denote by (-,-) the standard scalar product of
either L?(0,1) or L?(0,1)?, by (-,-)xs x the duality pairing between the Hilbert space X and
its dual X’. On the other hand, we will use || - |51 (resp. | - [f7=1) for denoting the norm of
HL(0,1))? (vesp. H,'(0,1)?).
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Now, we are ready to investigate the well-posedness of the system (5.1.1). To this aim, let
us consider the nonhomogeneous adjoint problem:

_atSO - (xaspﬂf)ﬂﬂ = A*QO +9, in (O)T) X (07 1)7
Qp(tv 1) =0, on (07 T)a
t,0) =0, 0<ax<l1 2.
o(t,0) o Le(0.T), (5.2.1)
%py(t,0) =0, 1<a<?2
o(T, z) = o, in (0,1),

where g and g are functions in appropriate spaces.
Let us start with a result concerning the well-posedness of system (5.2.1) which is by now
classical (see, for instance [56, Theorem 2.1]). One has

Proposition 5.2.1. Assume that ¢o € H-(0,1)? and g € L*(Q)%. Then, system (5.2.1) admits
a unique strong solution

p € L*(0,T; H5(0,1)%) N C°([0, T]; Hy (0,1)?)
such that
el 20,7582 0,1)2) + l@llcoom; e 0,1)2) < C(HSOOHH; + HgHLQ(Q)Q)’ (5.2.2)
for some positive constant C.

In view of proposition 5.2.1, the following definition makes sense:

Definition 5.2.1. Let yo € H,(0,1)? and v € L?(0,T) be given. It will be said that y € L*(Q)?
is a solution by transposition to (5.1.1) if, for each g € L?(Q)?, the following identity holds

T
// y - gdwdt = (yo, 90, ) gt 1 — / B*(2%0,)(t 1) v(t) dt, (5.2.3)
Q @ 0
where ¢ is associated to g through the following backward system
—0p — (2%py)e = A0 + g, on (0,7) x (0,1),
(,D(t, 1) =0, in (07 T)v
t,0) =0, 0<axl 2.4
@i ) “ te(0,7T), (5.2.4)
%py(t,0) =0, 1<a<?2
(T, xz) =0, in (0,1).

With this definition we can state the result of existence and uniqueness of solution to system
(5.1.1).

Proposition 5.2.2. Assume that yo € H,'(0,1)> and v € L*(0,T). Then, system (5.1.1)
admits a unique solution by transposition y that satisfies

1)?), BtyeLQ(O T; (H2(0,1)%)"),

y € L*(Q)*nC°([0, 1), H; (0,
i 2( T (H2(0,1)%)), (5.2.5)

Oy — (x%z)e = Ay in L
Z/(O, ) =1%o n Ha (0 1)
and

lllzz@y + 1oy + el g2z < Clolzom + lvoll 1), (5.2.6)

for a constant C = C(T') > 0.
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Proof. The proof of this Proposition is based on some ideas from [88].
Let yo € H,'(0,1)?, v € L*(0,T) and consider the following functional

T I2(QP > R
given by .
T(0) = (. 0l0. D iy — | B @)t 1) 0le)

where ¢ € C°([0,T]; HL(0,1)*) N L?(0,T; H2(0,1)?) is the solution of the adjoint system (5.2.4)
associated to g € L*(Q)%. From the estimate (5.2.2), it follows that

IT(9)| < Clvll L2 + ||y0||H;1)H9HL2(Q)2,

for all g € L?(Q)?. Hence, T is bounded. As a consequence, by Riesz Representation Theorem,
there exists a unique y € L*(Q)? satisfying (5.2.3). Moreover,

1yl 2@z = IT1 < C(Ilvll 2o,y + lyoll 1)

and y satisfies the equality 0yy — (2%, )., = Ay in D/(Q)2.
Next, we are going to prove that the solution y of system (5.1.1) is more regular. To be
precise, we show that (z%y,), € L?(0,T; (H2(0,1)?)") and

H(wayz)wum((]{g(o,l)?)’) < C(”U||L2(O,T) + ||ZJOHH;1)- (5.2.7)

For doing that, let us take two sequences {5 }m>1 C HL(0,1)* and {v"™},>1 C H{(0,T) such
that
Yot —yo in H;Y0,1)* and o™ —wv in L*(0,T).

Now, the strategy consists in transforming our original system (5.1.1) into a problem with
homogeneous boundary condition and a source term. To this end, let us introduce the change
of variables

Y™ (t,x) = §"(t, ) + 2™ (t) B,

where 3™ is the solution of (5.1.1) associated to yy* and v™. Then, formally, the new function
g™ satisfies the problem

0" — (@°5)a = AF" + [(tx),  on (0,T) x (0,1),

gr(t,1) =0, in (0,7),
J™(t,0) =0, 0<a<]l 5.2.8
760 = te (0,1, (5.2:8)
2 (,0) =0, 1<a<?2

7"(0,2) = y5'(x), in (0,1),

where f™(t,z) = [(2 — a)v™(t) — 220 (t)] B + x> v™(t) AB. Moreover, an easy computation
shows that the function z — 2>~ belongs to H (0, 1) which of course implies that f™ € L*(Q)2.
In view of the previous regularity assumptions we can apply Proposition 5.2.1, to deduce that
system (5.2.8) has a unique solution

g™ e L*(0,T; H2(0,1)*) N C°(0, T; HA(0,1)%).

Therefore, the problem (5.1.1) for v™ and yj" has a unique solution y™ € L? (0, T; H!(0,1)%)
which satisfies

T
// y" - g didz = (yg", ¢(0,°)) g1 1 —/ B*(z%p,)(t, 1) v™(t) dt, Vm > 1,
Q « 0
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for all g € L2( )2, Where © is the solution of the system (5.2.4) associated to g. Using this last
identity and (5.2.3), we obtain

1y™ [l 2(@y2 < C(Ilvll 20,7y + lwollg=1) /
Yy =y 1nL2(Q)2 and  (2%Y))e = (%) inD(Q)Z.

On the other hand, integrations by parts lead to

(5.2.9)

/0 (2Y ™), ) dt = // (@) dtdx—/OTB*(m“z/zz)(t, D™ () dt, ¥m > 1

for every ¢ € L? (O,T; H2(0,1)%). From this equality we infer that the sequence (z%y™), is
bounded in L*(0,T; (HZ2(0, 1)%)"). Combining with (5.2.9), we deduce that (2%y,), belongs to
L?(0,T; (HZ(0, 1)?)') and satisfies estimate (5.2.7). With the previous property in mind and the
identity 0,y — (2%, ). = Ay, we also see that y, € L? (0, T; (H(0, 1)2),) and

lell L2 a2 0,1)2y) < C(lvll 20y + lvoll z-1)

for a positive constant C. Therefore y € C([0,T]; X?), where X is the interpolation space
X = [L*(0,1), (H2(0,1)) li2 = H;'(0,1) (see [69, Theorem 11.4]). In conclusion, we get

1Yllezr01y2) < CUIz0m) + ol go1)-

Finally, one can easily check that y(0,-) = yo in H,*(0,1)%. This ends the proof. O

5.2.2 Duality

As it is well known, the controllability of system (5.1.1) can be characterized in terms of ap-
propriate properties of the solutions of the corresponding homogeneous adjoint problem (see for
instance [17, Theorem. 2.1], or [72, Theorem. 2.44]). Thus, we introduce the homogeneous
backward adjoint problem associated with system (5.1.1)

—0p — (x%py)e = A%, in (0,7) x (0,1),
o(t,1) =0, on (0, T),
t,0)=0, 0<ax<l1 2.
¢(t,0)=0, 0<a te (0.7), (5.2.10)
%y (t,0) =0, 1<a<?2
o(T, x) = o, in (0,1),

where g € L*(0,1)%
In order to provide these characterizations, we use the following result which gives a relation
between the solutions of systems (5.1.1) and (5.2.10) (For a proof, see for instance [88] or [156]).

Proposition 5.2.3. Let B the matriz given by B = (1 0)*. Let us consider yo € H,1(0,1)?,
v € L*(0,T) and o € HL(0,1)%. Then, the solution y of system (5.1.1) associated to yo and v,
and the solution ¢ of the adjoint system (5.2.10) associated to @o satisfy

T
/0 o(t)B* (2%a) (8, 1) dt = —(y(T), 00) g1 g1+ (0,000, )) 1 . (5.2.11)

We have the following equivalent formulation of the approximate controllability:

Proposition 5.2.4. System (5.1.1) is approximately controllable at time T if and only if for all
initial condition pg € H(0,1)? the solution to system (5.2.10) satisfies the unique continuation
property

B*(x%pz)(-,1) =0 on (0,T)=¢o=0 in (0,1) (ie, ©=0 1in Q).
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5.3 Spectral analysis

5.3.1 Spectral properties of scalar degenerate operators

The knowledge of the eigenvalues and associated eigenfunctions of the degenerate diffusion op-
erator y — —(z“y’)’, will be essential for our purposes. It is worth mentioning that, an explicit
expression of the eigenvalues is given in [111] for the weakly degenerate case a € (0,1), and in
[141] for the strongly degenerate case « € [1,2), and depends on the Bessel functions of first
kind (see [130, 162]). For this reason, we will start by giving a brief account of some results
concerning the Bessel functions that will be useful in the rest of this thesis.

For a real number v, we denote by J,, the Bessel function of the first kind of order v defined
by the following Taylor series expansion around x = 0:

T =D o r((;i):+ m) (5"

m>0

where I'(.) is the Gamma function.
We recall that Vv € R, the Bessel function J, satisfies the following differential equation

562ym + 2y + (332 — V2)y =0 x € (0,400).

Besides, the function J, has an infinite number of real zeros which are simple with the possible
exception of x = 0 (see [81]). We denote by (jun)n>1 the strictly increasing sequence of the
positive zeros of J,,:

jl/,l <jy,2<"'<jy,n<"'

and we recall that
Jun — +00 as n — +oo

and the following bounds on the zeros j, ,, which are provided in [138]:

1
o Vv € (0,5},%121,

1 1
(n—I—g—z)ﬂﬁjyyn_ (n—i-g—g)ﬂ- (5.3.1)
1
o Vv > 57 vn > 1>
1 1

Moreover, we have the following results (see [124, Proposition 7.8]):

Lemma 5.3.1. Let j,,,n > 1 be the positive zeros of the Bessel function J,,. Then, the following
holds:

o The difference sequence (jyn+1 — Jun)n converges to m as n — +00.
1
e The sequence (Jyn+1 — Jun)n is strictly decreasing if |v| > 2 strictly increasing if |v| < 2

and constant if v = 3

We also have that the Bessel functions enjoy the following integral formula (see [162]):

!

1
6nm . *
| 00t ulGm) iz = "5 G, i € NV
0
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where, 9, is the Kronecker symbol.
Now, we give the explicit expression of the spectrum of the operator y — —(z%y')’, i.e., the
nontrivial solutions (A, ®) of

—(2°® (2)) = \B(z), € (0,1),

®(1) =0,
(1) . (5.3.3)
®(0) =0, in the (WD) case
(x*®,)(0) =0, in the (WD) case.
2 -«
Let ko = 5 > 0. From now on, we set
l1-a 1 .
Va =5 e € (O, 5}, in the (WD) case
Vo = - >0, in the (SD) case.
2—-«a
Then, one has (see [111, 141]):
Proposition 5.3.1. The admissible eigenvalues X for problem (5.3.3) are given by
Mvam = Koo me Yn > 1. (5.3.4)
and the associated normalized (in L?(0,1)) eigenfunctions takes the form
2Ha 1—o . K
O, n(r) = —F——22 Jy, (Juanx"™), ze€(0,1), n>1. (5.3.5)

|2 )]

Moreover, the family (®y, n)n>1 forms an orthonormal basis of L*(0,1).

In both cases of degeneracy, the spectrum of the associated degenerate operator satisfies the
following properties.

Lemma 5.3.2. Let (A, k)k>1 be the sequence of eigenvalues of the spectral problem (5.3.3).
Then, the following properties hold:

1. For all n,m € N*, there is a constant p, > 0 such that the sequence of eigenvalues
(Ava,n)n>1 satisfy the gap condition:

Avan = Ava.m| > pln? —m?|, Vn,m > 1. (5.3.6)

Vo,

1

18 convergent.

2. The series Z

n>1 " Vel

Remark 34. Note that the gap condition (5.3.6) is stronger than the following separation

property
Avan — Ava.m| = pln —m|, Vn,m > 1. (5.3.7)

Proof. 1. Let n,m € N* with n > m. We have

J s jl%a,m)
a jVoun - jl/a,m)(jlja7n + jl/oum)
= '%34 ((jl/a,n - jua,nfl) + ...+ (jz/a,erl - jua,m)) (jua,n + jua,m)~ (5-3'8)

)\Vaun - )\l/&,m
2
1%

= ria
al

= K
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1
Now, if a € [0,1). In this situation v, € (0, 5], then thanks to Lemma 5.3.1 we immediately
have that
jl/a,n - jua,n—l > jl/a72 - jl/a,17 vn > 2.
Therefore,
)\Voun - Ayoum Z K/i(n - m)(jVouQ - jl/ayl)(jl/a;n + jl/a:m)'

Using (5.3.1), the last inequality becomes:

Avan = Avam > i ko(n—m)(n+m+ v — 5)
Taking into account the fact that

(ntmtva—1) >t
2 2

7
we deduce that there exists p, = Ew%i such that

)\Va,n - )\Va,m > pa(n2 - m2)'

4 1 4
If @ € [1,2). We discuss two different sub-cases: o € [1,§] (ie. vy < 5) and o € [5,2) (ie.

57
1
Vo > 5)

1 1
When v, < 3 the proof is similar to the one treated above. When v, > ok by Lemma 5.3.1,

the sequence (ju, n — Jva.n—1)n>2 is decreasing and converge to 7, and thus
jua,n - jua,nfl >m, Vn2>2.

Hence, (5.3.8) becomes

)\V(,wn - Ayavm Z K/iﬂ-(n - m)(jyayn + jV(xym)‘ (539)
Owing to (5.3.2),
. . v, 1 v, 1
Juain + v Z (1 = )+ (m o+ SF = )m
1
2(n+m+%—z)ﬂ2n+m. (5.3.10)

Combining (5.3.9) and (5.3.10), the thesis follows with p, = 7r2.
Thus, in every case there holds

)\u&,n - >\1/a,m > Pa(n2 - mQ)-
After reversing the roles of n and m, one has
)\Va,m - )\Va,n Z pa(m2 - n2)'

Consequently,
Avan — Avam| = pa|n2 — m2|, Vn,m > 1.

1
2. This point follows easily form (5.3.1) and (5.3.2). Indeed, when v, < 3 from (5.3.1) we have

(n — i)w < Jvan <nm,  Vn > 1.
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Therefore . . .
25— < =Y
=2 2 = w2a
n>1 )\Vo“n Ra™ n>1 (n - i) Ra™ n>1
1
Similarly, if v, > 2’ then from (5.3.2) we obtain
nm < jyom < (n+ %)Tr, Yn > 1.
Thus ] ]
— < .
)\,,a n /ﬁ;gﬁ Z 2 < T
n>1 n>1
This proves the second point and finishes the proof.
O

5.3.2 Spectral properties of vectorial degenerate operators

Let us consider the degenerate vectorial operators

._ =0 (2% 0y) 0 A 2 2 2 2
L:= < 0 —8;,;(3:“81;-)) A:D(L) C L*(0,1)° — L*(0,1)
and also its adjoint
* —8x($a@z-) 0 Ax
L o < 0 8x($aax‘)> A

with domains D(L) = D(L*) = H2(0,1)%

This section will be devoted to giving some spectral properties of the operators L and L*

which will be useful for developing the moment method.
We have the following result:

Proposition 5.3.2. 1. The spectra of L and L* are given by
* 1 2 :2 2 :2
U(L - U L {/\l(/a)n7 Vo n}n>1 {K“a.jua,n — M1 RaJugn — MQ},Z21
where 1 and uo are the eigenvalues of the matrix A defined by :

e Case 1: a3+ 4a; > 0,

1 1
B = 5((12— \/a%+4a1) and g = §<a2+\/a%+4a1),

e Case 2: a3+ 4a; <0,

1

N1:2

1
*(ag—l-i —(a%—f—llal)) and /12:5(@2—1' —(a§+4a1)>,

(5.3.11)

(5.3.12)

(5.3.13)

2. For each n > 1, the corresponding eigenfunctions of L (resp., L*) associated to )\l(,i)’n and

)‘(ui),n are respectively given by
W=Usm, O = U@y,
with
ai —H2 —H1
Uy = d Us= .
e (1) e = (1)
(resp.,
VD =Vidy, 0 UE =Vody, 0,
with

) o [t
V1: aj and VQZ ! aj .
() (1)

(5.3.14)

(5.3.15)
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Proof. The proof of this Theorem is inspired by [107]. We will prove the result for the operator
L. The same reasoning provides the proof for its adjoint L*.

We look for a complex A and a function ¢ € H?(0,1;C?) N HL(0,1;C?) such that ¢ # 0 and
L(v) = M. Using the fact that the function ®,,, , is the eigenfunction of the degenerate elliptic
operator —0,(2%0,-) associated to the eigenvalues ), , = K2 jfa’n, we can find v as

= an®y,n(z), Vze(0,1),

n>1

where {a,},>1 C C? and, for some k > 1, a;, # 0. From the identity L(¢)) = M\ we deduce

> (k2gg, Wl = A= M)an®y, n(z) =0, Vze (0,1).

n>1

From this identity, it is clear that the eigenvalues of the operator L correspond to the

eigenvalues of the matrices
11— A, Vn>1

alvan

and the associated eigenfunctions of L are given choosing a, = zpdg,, for any n > 1, where
2 € C? is an associated eigenvector of jfmnl — A, that is to say, ¥, (-) = 2, Pu, 0 ().
Taking into account the expression of the characteristic polynomial of Iii jga’nl —A:

P(z) = 22— 2(2A0n — a2) + Mg n(Avan — a2) — ai, n>1,

a direct computation provides the formulas (5.3.11) and (5.3.14) as eigenvalues and associated
eigenfunctions of the operator L. This ends the proof. O

Let us now check that the sequence of eigenvalues of L and L* fulfills the conditions in
Theorem 5.1.1. One has

Proposition 5.3.3. Assume that condition (5.4.2) holds. Then, one can construct a family

from the spectrum {)\,(ji)n ua,n}n>1 defined by

{Aya,n}n>1 = {/\,,o”k 4+ po —p1 k> 1} U {)‘ua,k k> 1}
- {)\ +:u‘27 Van+u2}n>17

which satisfies the hypotheses in Theorem 5.1.1.

(5.3.16)

Proof. We distinguish between three cases depending on the spectrum of matrix A.

Case 1: A has two real eigenvalues p; and ps, chosen such that p; < po.
Let us consider the sequence {A,, ,n}n>1 defined in (5.3.16) by

{Mvaintpsy = XYL+ AP+ 2}

The hypothesis 1) holds true if and only if the condition (5.4.2) is satisfied. In addition, the
hypotheses 2) and 3) are obviously satisfied by definition.
Let us now show the hypothesis 4). To this aim, it suffices to prove that the indexes can be
fixed in such a way that
Aua,n < Aua,n—i-l, Vn > 1.

Since o — p1 > 0, we observe that A, 1 = Ay, 1 >0, and thus A, , >0, Vn>1.
4
We start by studying the case where v, € (0, 5], that is o € [0,1) U [1, g] Denoting by [x]
the integer part of x, we see that, whenever

Ho — p1 3 Vs
nZn::[ : , +f——]+1 5.3.17
0 2/‘4:37‘(-(]1/(172 _jl/aal) 4 2 ( )
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one has
A <A <D <a @
(1

Indeed, using the expressions of A/, and )x(yi)m and the bound given in (5.3.1), we get

1 . .
)\l(/i)ﬂ’b - )‘I(JQ),n—l = Ki(]ga,n - ]ga,n—l) + p1 — p2
= Hgé(jyoun - jI/a,TL—l)(jI/a,TL +.j1/a,7’L—1) + /-‘Ll - MQ

3. . .
> Iii?T(Qn + Vo — 7)(.71104,71 - .]l/a,n*].) + p1 — po.

2
By Lemma 5.3.1, we infer that
3\, . .
A, - A,(,i),n_l > rom(2n + va — 5)(.%,2 = Jva,d) T H1 — o (5.3.18)

Now, in order to obtain )\l(,i)’n — )\,(/i)nfl > 0, it suffices to take n > ng where the integer ng > 1

is defined in (5.3.17) and the claim follows.

1
Let us now treat the case v, > 5 (ie., a € [5’ 2)). Proceeding in a similar manner, by

applying (5.3.2) instead of (5.3.1), we obtain

1 . .
A=A = K22 R ) 2
5 v,
> k2 (2n — Y ?o‘) + p1 — o
> k2220 — 1) + py — po. (5.3.19)
At this point, we see that, whenever
M2 — H1 1}
> ng = — 1 5.3.20
= [2/{3772+2 +4 ( )

one has 0 o
1 2 1 2
Aua,nfl < >‘1(/a),n < Al(/a),n < A1/0Hn+1‘
This shows hypothesis 4).
Let us move to prove hypothesis 5). For this purpose, we are going to use the following
notations:

Apyon—1 = A,(,i),n + p2, Ay, on = )\l(,i),n +p2, VYn>1.
At first, let us check that the sequence {Aya 7”}n>1 satisfies

inf  |A, , — A, . 3.21
n,ké?;n#‘ - k| >0 (5.3.21)

Using (5.3.18) and (5.3.19), then for i = 1,2, we get

A2 /\(1)

s Va,m—12

AD = Al — oo

Va,n—1 n—s—+00
Thus, there exists kg € N and C' > 0 such that
|AVa7n - AVa,n—1| >C, Vn > ko.

Combining the above estimate with the hypothesis 1), the property (5.3.21) holds. As a conse-
quence, the second property of (5.1.4) is satisfied for any ¢ > 1.
Now, we proceed to prove the second property of (5.1.4). By (5.3.6), we have

M = A6l = P = Mgl 2 paln® = K21 = 22| (2n)? — (212,
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and

Avont = Aug 2k 1] = Puan — Akl > paln? = K2 > 22|20 — 1)? = (26— 1)?].
4

Moreover, denoting 7 = 2n and k = 2k — 1 and using (5.3.6), we see that

Avei = A, 5l = AL, — /\l(i),k‘

= ‘)\l/a,n - Aua,k + (,UJ2 - M1)|
> paln® — k2| — (2 — )

Pa |~ 7
= I = (B + 1% = (42 — )
- %‘m? SR 2k — 1] = (2 — ). (5.3.22)

Observe that, if 7 < k, we have,

Avai = Ay il 2 Po (32 — ﬁ2)<1 — 4(“}7_“1)>
B 1 pa(k? —n2)

4(pg — p1)

Pa

Taking into account the fact that k+ > 2 and choosing ¢; > , then VI;, n > 1 with

|k — 7| > ¢, we obtain

Pa 72 =2 2(p2 — 1)

Avoi — A 7| > 2oR2 -2y (1 - 22— 1

Rowi = Ay il 2 O (R =) (1 - 22 FL)
> %‘*(12;2 — 72 (5.3.23)

On the other hand, if 7 > k, one has

= 412 Gt = 1) (1= () o) )

42 — p11)

Therefore, taking go > + 4 so that Vl;:, n > 1 with ]l;: — 7| > ¢ and having in mind

«

the fact that 2k + 1 < 4k , it follows that

WAoo — Ay, 7l > %‘(ﬁ? gy (1 - (4(”27_’“) 4ok + 1) 1 )

Pa 2kqo
Pa -2 72 1 (2(pg — pi1)
> o _ e (et Vot S ol )
- 4( k)<1 q2< P +2>)
> %‘“(ﬁ? — k2 (5.3.24)

Thus, choosing ¢ = max{q1, g2}, the gap condition in (5.1.4) follows immediately.
Let us now show the hypothesis 6). From the definition of A, in (5.3.16), for any r > 0, we
can see that:
N(r)=Card{k: Ak <r}+Card{k: A\ +p2—p1 <7}
= ./\/1(7“) +N2(7") =n1 + no.
We now proceed to prove suitable estimates for n; and ns.
As before, we distinguish two cases depending on the value of v,. First, we consider the case

where v, < 5 We look for n; satisfying

Avgy ST
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By (5.3.1), it follows that

Kg, (m + 70‘ - 1) <r
So that JF
T Vo 1
< I 5.3.25
"= KT 2 + 4 ( )
On the other hand, using (5.3.2), one has
AV()unl“!‘l >r
which implies that
T Vo 7
> R 5.3.26
m KaT 4 8 ( )
Summarizing, n; is a nonnegative integer such that
N 7V N7 |
~ = _ < - — 4 . 3.2
Ko 4 8<n1_i<aa7r 2+4 (5.3.27)

1
The case vy > 5 can be treated in a similar way, but, instead of working with bounds (5.3.1),

we will use (5.3.2) to obtain

VI Ve 3 VT (5.3.28)

1
=

il
Ko T 2 Ko T 4

Next we are going to estimate no. Let us start by the case v, < 5 Using arguments similar to

the ones used above, we can see that

)\ua,nz + uo — 1 <r

and
Avamat1 + Ho — pi1 > 7
imply
T ve T VTR e 1
vormere e L <V TR Ta, -
Ka T 4 8 <n2s Ka T 2 + 4
Then, using the fact that va — vb < va — b and via — b < \/a provided a > b > 0, we deduce
v 2 — 7 1
VI Vi mp Ve (T VT Va1 (5.3.29)
KaT Ko T 4 8 KT 2 4
1
Similarly, in the case where v, > 3 we get
- 3 1
VI Vimm Ve 3 VT Va1 (5.3.30)
KT KT 2 4 KaT 4 8
1
Next, combining (5.3.27) and (5.3.29), it follows that for v, < 3
2 Vo — 7 2 1
VI VB mi Ve Ty 2V, 0L (5.3.31)
Ko T Ko T 2 4 KaT 2
1
The bounds (5.3.28) together with (5.3.30) gives for v, > 5
2 v 2 — 3 2 1
NI My — - <N(r) < \/;—V—a—i-f (5.3.32)

(0% =
Ko T KT 2 Ko T 2 4
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Finally, choosing p =

1 1
and for v, < 3 (resp. vy > 5)

T
v o — 1 7 1 Vi — v, 7
S:maX{M+£+,,_Va+,}:M+£+,
KT 2 4 2 KT 2 4
N 3 1 Vo — 3
( resp. s:max{M—i—l/a—i—f, Ya }—M—i— o+ =), we get
KaT 2 2 4 KaT 2

which proves the claim.
Case 2: A has two complex eigenvalues p; and us.
In this case a3 + 4a; < 0,

a oA a oA
:ul:j—i_zﬂ: and M?ZEQ_’L/Ba

2
- 1
where (3 := 5“—(@% + 4aq).

Now, we consider the complex sequence {A,, »}n>1, with

Aua,Qn = Ay(/i),n + H2 = )\ua,n - 2237 Al/a,Qn—l - Al(,za)m + H2 = )\ya,nv Vn > 1.

Let us check if the hypotheses in Theorem 5.1.1 hold true for {A,, ,}
First, it is clear that the sequence {Aua,n}n>1
the hypothesis 2) follows directly from the fact that

n>1"

R(AVa,QH) = R(AVQ,QTL—I) = )\Va,n > 0.

The hypothesis 3) is clearly fulfilled. Indeed, one has

I(Aua,Qn) = 26 < 6\/ R(Aya,Qn)
I(Aua,Qn—l) =0 < (5\/ R(Al/a,2n—1)7

and

for some suitable 6 > 0.

always satisfies the hypothesis 1). Furthermore,

Let us now show hypothesis 4). To this end, it suffices to prove that there exists ng € N

such that for all n > ng [A,, 20| < |Av, 2n+1]. Using (5.3.6), we have

|Ava,2n+1‘2 - |Al/a72n|2 = )\za,n-s-l - )‘za,n - 432
> (Mot = Avgn)” — 457
> pol(n+ 1) —n?? —4p°
= p2(2n+1)% - 432,

Now, in order to obtain |A,, ,11|* — [Ay, n|> > 0, it suffices to take n > ng where the integer

ng > 1 is given by

B 1}
=2 2|+
no |:pa D) +

This completes the proof of 4).

Let us now check if the hypothesis 5) holds true. First, observe that the second property is

actually satisfied using (5.3.6) and hypothesis 1).
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Concerning the first property, arguing as done in the real case, by (5.3.6), there exists p, > 0
such that

Avazn = Ao el = 22| (20)% = (28)2)

and 0
[Av2n-1 = Apg k] 2 7720 = 1) = (26 = 1)),

Moreover, denoting 72 = 2n and k = 2k — 1, and proceeding as in (5.3.23) and (5.3.24), one can
see that there exists ¢ > 4 such that Vk,n > 1 with |k —n| > ¢

|Aua,ﬁ - Aya,]}|2 = |Aua72n - Aua,2k—1|2
2 A
= A — M| +45°

2 (1
—\4

> Ao — Mo
()

which provides the desired result.
Finally, it remains to prove hypothesis 6). For any r > 0, we define

- 1|)2

N(r)=Card{k: N\, <71} + Card{k : ()\’2/a7k + 4892 <}
= Ni(r) + Na(r) = ny + fia.

where the estimates of n; are given in (5.3.27) and (5.3.28), and n3 can be estimated in a similar
way as no. Indeed, we can see that

Mvaiis < (N2 5, +46H)Y2 <

Vo, N2

1 1
and then ng satisfies for v, < B (resp. vq > 5) the estimate (5.3.25) (resp. the upper bound in
(5.3.28)). On the other hand, since

>‘an2+1 + 25 > ()‘1/ ;no+1 + 4132)1/2 >r

then one can gets the same estimates in (5.3.29) and (5.3.30) with 243 in place of s — p1. Again,
as in the real case, one can show that there exists some suitable parameters p and s for which
the inequality (5.1.5) holds.

Case 3: A has a double eigenvalue.

In this case a% +4a; = 0. We denote by p = % € R the eigenvalue of A. Thus, the sequence

{Aua,n}n>1 is then reduced to {\,, n}n>1. In view of (5.3.6), and reasoning as in the first case,
we automatically conclude that {Aymn}n>1 fulfills all the hypotheses in Theorem 5.1.1. This
complete the proof of Proposition (5.3.3). O

We will finish this section giving a result on the set of eigenfunctions of the operators L and
L*. It reads as follows:

Proposition 5.3.4. Let us consider the sequences
B={ypM @, n>1} and B ={vV v n>1}. (5.3.33)
Then,
1. B and B* are biorthogonal families in L*(0,1).

2. B and B* are complete sequences in L*(0,1)%.
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3. The sequences B and B* are biorthogonal Riesz bases of L*(0,1)2.
4. The sequence B* is a basis of HL(0,1)% and B is its biorthogonal basis in H,'(0,1)%.
Proof. From the expressions of v, () and \I/( ) , we can write
o9 =U;®,,, and T =Vid, ,, i=12 n>1,

where U;, V; € R? and ®,,. » is given (5.3.5).

1. Tt is not difficult to check that {U;};—12 and {V;};—12 are biorthogonal families of R
Moreover, since (®,,, n)n>1 is an orthonormal basis for L2(0, 1), we readily deduce

WD Ty = (U Vi By, Bopp ) = 6ijOny k=1, d,5=1,2.

This proves the claim.

2. We will use [114, Lemma 1.44]. For this purpose, let us consider f = (fi, fo)" € L*(0,1)?
such that ‘
() =0, ¥n=1, i=12

If we denote f;,, (i = 1,2) the corresponding Fourier coefficients of the function f; €
L?(0,1) with respect to the basis (®,, ,)n>1, then the previous equality can be written as

(fl,nva,n)[UllUZ] = ORZ, Vn > 1.

Using the fact that det[U;|Us] # 0, we deduce fi, = fa,, =0, for all n > 1. This implies
that fi = fo = 0 (since (®,, ,)n>1 is an orthonormal basis in L?(0,1)) and, therefore,
f = 0 which proves the completeness of B. A similar argument can be used for B* and the
conclusion follows immediately.

3. By [114, Theorem 7.13], we know that {){", 4@} _ is a Riesz basis for L?(0,1)? if and

only if {1/1(1) } > 1s a complete Bessel sequence and possesses a biorthogonal system
that is also a compléte Bessel sequence. Using the previous properties 1) and 2), we only
have to prove that the sequence {¢£L1), T’Z}£L2)}n>l and {\111(11), \I'q(f) }n>1 are Bessel sequences.
This amounts to prove that the series a B

SUP) =D LA + (£ 0P)] and Sa(f) =D [(F,80)% + (f,0)?]

n>1 n>1

converge for any f = (f1, f2)!" € L*(0,1).

From the definition of the functions wg and \I’(l)7 it is easy to see that there exists some
constant C' > 0 such that

Si() <CY (1frnl +1f2nl?) and So(f) <CY (1frnl + 1 f2ml).

n>1 n>1
Recall that f;,, is the Fourier coefficient of the function f; € L?(0,1) (i = 1,2) with
respect to ®,, . Accordingly, the series Si(f) and Sa(f) converge since (®,, n)n>1 is an

orthonormal basis for L?(0,1). We obtain thus the proof of desired result.

4. For showing item 4) we make use of [114, Theorem 5.12]. First, we have that

HL(0,1) € L2(0,1)  (HA(0,1)) = H7Y(0,1).
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Therefore, B* ¢ HL(0,1)? and is complete in this space since it is in L?(0,1)%. On the
other hand, by the definition of the duality pairing, we have

W O o = (D, 00 = 656, WYk > 1, ij=12.

Thus, B € H,'(0,1)? and is biorthogonal to B*, which also yields that B* is minimal in
H'(0,1)? thanks to [114, Lemma 5.4]. To conclude the proof, it remains to prove that for
any f = (f1, f2) € H:(0,1)?, the series

S(f) = Z [<¢7(11)7 f>H;1,HC1¥\I/7(zl) + <¢’r(7,2)7 f>H;1,H(1!\II7(12)]

n>1

converges in HL(0,1)2.

Using again the definitions of wﬁf) and \Ilg), one can prove that

2
K2 U2
a = _ =
<w£L1)7 f>H;1,Hé \Ilgzl) = "5 _: a al fl’n a1 fQ’n (I)Vo”n (5'3‘34)
Ha ! *:U’Qfl,n + f2,n

and

2
M1 M1
a =L _ =
W%(f)a f>H;1,H& ‘1’7(12) =2 +1 a @ fin ai f2n Pran (5.3.35)
al ! _)ulfl,n + f2,n
where f;,, is the Fourier coefficient of the function f; € H2(0,1), i =1,2.

But, we know that the series Z fin®uom, i = 1,2 converges in HL(0,1) since (P, »)n>1
n>1
is an orthogonal basis for H)(0,1) and fi, f» € H.(0,1). This implies that, the series

Z(@Dgl),f)H;l 1 oD and Z(z/}ff), Fu=1 m U@ converge in H!(0,1)? and assure the
n>1 “ n>1 “
convergence of S(f) in H}(0,1)?. This concludes the proof of the result.

5.4 Boundary approximate controllability

We will devote this section to proving the approximate controllability at time 7" > 0 of system
(5.1.1). In fact, our first main result is the following one.

Theorem 5.4.1. Let o € [0,2) and consider uy1 and po the eigenvalues of the matriz A. Then,
system (5.1.1) is approxzimately controllable at time T > 0 if and only if conditions

rank[B|AB] = 2 (5.4.1)

and
ke (o n — Jons) # 2 — p1,  Vn,l €N* with n#L. (5.4.2)

The previous theorem is a direct consequence of the following result.

Theorem 5.4.2. Let o € [0,2) and consider py and po the eigenvalues of the matriz A. Then,
system (5.1.2) is approximately controllable at time T > 0 if and only if (5.4.2) holds.

For the proof of Theorem 5.4.2, we are going to apply the following known result provided
in [17] and [88].
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Theorem 5.4.3. Let T > 0. Suppose that {Ay,}n>1 is a sequence of complex numbers such that,
for some 6,p > 0, one has

R(A) > 08l [An— Aul > pln—ml, Vnom > 1,

1

= < +oo. (5.4.3)
27

Then, there exists a family {gn Yn>1 C L*(0,T) biorthogonal to {e=*"*},>1 i.e., a family {gn Yn>1
in L?(0,T) such that

T
/ gu(t)e At dt = 6,0, Yn,m > 1.
0
Moreover, for every e > 0, there exists C. > 0 for which
HQnHL2(0,T) < CeeaéR(An)7 Vn > 1.

Using the previous result and similar techniques as in Proposition 5.3.3, we obtain the
following result.

Proposition 5.4.1. The family defined in (5.3.16) satisfies all the hypothesis of Theorem 5.4.3
(i.e., (5.4.3)).

Proof of Theorem 5.4.2. As said in section 5.2, in order to prove this theorem we will follow a
duality approach leading us to study a unique continuation property for the adjoint system.

Necessary condition: By contradiction, let us assume that condition (5.4.2) does not hold,
i.e., that there is ng,ly € N* with ng # Iy such that
AL @

Va,mo — “waslo

=\

Let us see that the approximate controllability property does not hold. Owing to Proposition
5.2.4, it suffices to show that the unique continuation property for the adjoint system (5.2.10)
is no longer valid. Indeed, let us take ¢y = a\Ilgllo) + b\Ifl(f) € HL(0,1)?, with a,b € R to be
determined. In this case, it is not difficult to see that the corresponding solution to the adjoint
problem (5.2.10) is given by

ot z) = (WY (@) + 00 (@)e T, V(L) € Q.

On the other hand, direct computations show that

\[/fa ViRaJva,n

(xa(@ya,n>m)(1) ’ (]V n)

| T (Gvan)- (5.4.4)

Coming back to the definition of \Ilﬁf), and taking into account the previous property, one obtains

B*(x%pz)(t,1)
= B*(a(xo“lf(l) )(1) + b(z® (2 ))(1))6—)\(T—t)

loa;
/

J/ Vo, J v
_ \f/‘&a (aB T —— (J amo) + DB Vg, 1y e (J ) )ef)\(Tft)
| (Gvamo)| T Gvasto)]
J/ (]V n) M1 J] (]V l )
= —fﬁa( jl/a n — 0 +0b .]l/a Va — 0 >€_>\(T_t)
T Gramo) | 1E a0 T (Gt




CHAPTER 5. BOUNDARY CONTROLLABILITY FOR COUPLED SYSTEMS 133

Choosing

_ H1 ] . J (]Va,lo)
13+ a1 T (et

b _ K2 . ']I//a(.jVounO)
- 0 Va7n0‘/7

S (Gvamo)|
we have that B*(z%p,)(t,1) = 0 but g # 0, which proves that the unique continuation property
for the adjoint system (5.2.10) fails to be true. This ends the proof of the necessary part.

Sufficient condition: Let us now assume that the condition (5.4.2) holds and prove the unique

continuation property for system (5.2.10).
Let us consider g € H é (0, 1)2 and suppose that the corresponding solution ¢ of the adjoint

problem (5.2.10) satisfies

)

B*(x%p,)(t,1) =0, Vte (0,T). (5.4.5)
Observe that, thanks to Proposition 5.3.4, ¢ can be written as

Yo = Z(bn\l’q(zl) + qu’g))a

n>1

where
by, = (z/zﬁbl),gongl,Hé and ¢, = <¢£L2)>§00>H0717H(}L‘

Hence, the corresponding solution ¢ of system (5.2.10) associated to ¢y is given by
o(t,x) = Z <bn\ll1(11)6_>”(’2’"(T_t) + e, U Pe A2 (- t))
n>1
Therefore, using (5.4.4) we get that
0= B*"(z%p)(T —t,1)
= 37 B (ba(a® W) (D)e ot 4 (@0 2)) (1) Halnt)

3 J0o (1) (2)
= 2[{& Z ija7n (an*‘/le_)\ua’nt + CnB*VQe—)\Va’"t)

n>1 J ]Voun)
J! (1) ay (2)
— \/§K/ Vo ( ) ]Va7 b M2e )\ya nt +C Ml Al/a,nt
;U( )l @ O TR )
J!
u Jvam) Jv oM al _ @
_ \/§/€ ( ) T eugt b se ()\”a’"+uz)t—|—c 1 e (Ao, ntu2)t )
QZ! o Uran)| a1 (but A )

From Proposition 5.4.1, we can apply Theorem 5.4.3 in order to deduce the existence of a

(1) (2)
biorthogonal family {g!),¢{?},>1 to {e~Pramtr2)t e=amtu2)ty o in 1£2(0,T). Then, the
previous identity, in particular, yields

T 3 I Guon) Gum
/ B (2%0,)(5,1) €72 ¢V (s) ds = —Vand, XS ; ot by =0, Wn>1
0

T 8 J) (vam) J a
B*(2%pg)(s,1) e #25¢2) (s) ds = —/2K2 = Yool Vet cn =0, Vn>1.
| Bt e e et e,
and b, = ¢, = 0 for any n > 1. In conclusion, ¢y = 0. This proves the continuation property for
the solutions to the adjoint problem (5.2.10) and, thanks to Proposition 5.2.4, the approximate
controllability of system (5.1.2) at any positive time 7. O

Remark 35. Notice that, condition (5.4.2) is equivalent to the simplicity of the spectrum of L
and L*.
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5.5 Boundary null controllability

In this section, we will address the problem of the null controllability at time T" > 0 of system
(5.1.1). In particular, our main aim is to characterize the boundary controllability properties of
(5.1.1) (a degenerate system of two equations) when we apply just one control on a part of the
boundary. In this sense, one has:

Theorem 5.5.1. Let o € [0,2) and consider by py and po the eigenvalues of A. Then system
(5.1.1) is null controllable at any time T > 0 if and only if conditions (5.4.1) and (5.4.2) hold.
Moreover, there exists some positive constant C independent of T such that the control force
satisfies
c
0]l 20y < Ce“T T ||yl g1 (5.5.1)

The above result is a consequence of the following theorem.

Theorem 5.5.2. Let o € [0,2) and consider by py and po the eigenvalues of A. Then system
(5.1.2) is null controllable at any time T > 0 if and only if conditions (5.4.1) and (5.4.2) hold.
Moreover, the control force satisfies the estimate (5.5.1).

It is worth mentioning that the Theorem 5.4.3 can also be applied to get the null controlla-
bility result for the system (5.1.1). However, it does not permit to deduce the estimate (5.5.1)
on the null-control. For this reason, to obtain the null controllability result together with such
an estimate, we will use Theorem 5.1.1.

Proof of Theorem 5.5.2. The main technical tool for proving this result is the moment method.

To prove Theorem 5.5.2, we transform the controllability problem into a moment problem.
Using Proposition 5.2.3, we deduce that the control v € L?*(0,T) drives the solution of (5.1.1)
to zero at time 7' if and only if v € L%(0,T) satisfies

T
/0 B (@%6.) (6, 1) 0(t) dt = (o, (0, Vot s Voo € HL(0,1)2 (5.5.2)

where p € C° ([0, T]; H(0, 1)2) NL? (O, T; H(0, 1)2) is the solution of the adjoint system (5.2.10)
associated to .

Observe that, using Proposition 5.3.4, the corresponding solution ¢ of system (5.2.10) asso-
ciated to g is given by

() _ 12 _
et @) = 3 (W4 o) o W o0 4 (), 00}y WP e Nk ),
E>1

; (©)
Since B* is a basis for HL(0,1)?, we find that ¢(t,z) = U0 (z)e Man(T=1) ig the solution of
system (5.2.10) associated with ¢o = (). Therefore, we can deduce that the identity (5.5.2) is
equivalent to

T ) )
i (%) (z) .
/ Bz )V (t)e ManT=0gs = e MvanT(ye Wy 1 0 Wn>1, i=1,2.
O «@ K (e

n

Taking into account the expressions of ¥V (see (5.3.15)), we infer that v € L?(0,T) is a null
control for system (5.1.1) associated to yo if and only if

3
V263 juan

T o)
v g1 (G, VBV / o(t)e N0 gy
T o) )

NO) . .
—— Ava,nT<y07\Ij£_Z)>H(;1’H;7 \V/’I"L Z 1, 1 = 1, 2
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and equivalently,

T )
/ v(t)e NernT gt = O v >1, i=1,2, (5.5.3)
0
where Cl(,i?n is given by
(%)
] J/ 'V n —Avg T )
o = [y, (G )l <y0,\IJ§f)>H;17Hé, Yn>1, i=1,2. (5.5.4)

3
\/i%gzjz/a,nJLa (jl/a,n)B*V%

At this stage, the strategy to solve the moment problem (5.5.3) is to use the concept of
biorthogonal family. In fact, Proposition 5.3.3 and Theorem 5.1.1 guarantee the existence of
To > 0, such that for any T € (0,Tp), there exists a biorthogonal family {¢!),¢{?},>1 to

n
(1) (2)
{e_o‘”tv"ﬂ”)t, e_()‘”iv"Jr“Q)t}nZl in L?(=T/2,T/2) which also satisfies

. (4)
16\ L2 goymy < CeVRNantm+E - yn >4 i =1,2. (5.5.5)

for some positive constant C' independent of 7.
Performing the change of variable s = 7//2 — t in (5.5.3), the controllability problem reduces
then to the following moment problem: Given yo € H,'(0,1)% find v € L?*(0,T) such that
u(s) = v(T/2 — s)et2® € L*(=T/2,T/2) satisfies
T/2 NO) e
/ u(s)e” Pramth2)s g — C,El)n, Vn>1, i=1,2, (5.5.6)
—T/2 ’
with G0 — ManT/200)

Vo,
Then, a formal solution to the moment problem (5.5.6) is given by

u(s) =Y (CS,aP(s) + CP,.qP (5)).

n>1

Thus,
v(s) = (CW,aN(T/2 = 5)+ CP,qP (T2 — 5)) e 12T/279), (5.5.7)

The only remaining point is to prove that v € L?(0,T) (in fact (5.5.1)). This comes directly
from the estimate (5.5.5) and the fact that

”\PS)HHé = ||Vi(I)Va,n”Hé < COVAvan = Chajvam, Yn=1, 1=1,2,
for some positive constant C'.
Indeed, the previous inequality implies
w0, U)ot g | < ol g 1950 L
< Chafuvanlvolly-1, ¥n>1, i=1,2.

Moreover, from (5.5.4), by using the expressions of k,, we obtain

(i C (i)
CH | < g ManT/2 1, Yn>1, i=1,2. 5.5.8
’ zza,n‘ > \/m ||y0HHQ1 = ( )
Now, taking into account the definition of A, ,, we get for a new constants C' not depending

onnand T o
‘67)\,,a,nT/2‘ < eCTef)\ya7nT/2
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and

VRO 4+ 1) < CVhvoms ¥n> 1. (5.5.9)

Coming back to the expression (5.5.7) of the null control v and using the previous estimates, we
get

ooy < ol 37 e T26CY P (55.10)
vliLzor) = —5—— Yol g1 e “rent/fe Vaon T .D.
V2—a =
Using Young’s inequality,
Ao C?
Cv/ Avam < ‘1” + =

we see that
C BCT+%

“AvanT
||U||L2(0,T) < ﬁHQOHH;l Ze anT/4,

n>1

On the other hand, by (5.3.1) and (5.3.2), it can be easily checked that there exist a constant
C > 0 such that
Crin? < Ao = ﬁijga’n, Vn > 1.

Finally,

c < (22
[vllz20,7) < T |Jyol yor D e OranT

2 —« 1
¢ orig /OO —~Ck2Ts?
< —eUIT — e “fats ds
— \/m ”yOHHal 0
C

~

C T
= Tyl iy [
(2-a)} :

e
< Ce“T T lyo gy

where C' independent of 7. This inequality shows that v € L?(0,7) and yields the desired

estimate on the null control in the case where T' < Ty. On the other hand, when T > T, it
suffices to set the null control function to 0 for the time interval (7p/2,T"). Indeed, v is given by

U(t) _ U()(t), t e [O,T()/Q]
0,  tel[lp/2,T]

and consequently, the following estimate follows

2C
vl z2(0,r) < CeTo Hy0||H;1- (5.5.11)

This completes the proof of Theorem 5.5.2.



Chapter 6

Pointwise controllability of
degenerate heat equation

This chapter is devoted to the controllability of the degenerate heat equation controlled by an
internal force acting at a single point inside the space domain. We give a necessary and sufficient
condition for the approximate controllability. On the other hand, we provide a minimal time
for null controllability. Our approach is mainly based on the moment method developed by
Fattorini and Russell [87].

The results obtained in this chapter are presented in the research article [13], in collaboration
with Jawad Salhi.

6.1 Introduction

The aim of this chapter is to address the pointwise controllability of a parabolic equation in one
space dimension, which degenerates at the boundary of the space domain. To be more precise,
for 0 < a < 2, we consider the following problem:

Yt — (2%a)e = dpv(t), (t,z) € Q,

y(t,1) =0, te (0,T),

{ y(t,0)=0, O0<a<l 0.7), (6.1.1)
2%y, (£,0) =0, 1<a<?2

y(O,x) = yO(x)7 T € (Oa 1)7

where o € L?*(0,1), T > 0 and 6, denotes the Dirac mass supported at a given point b € (0, 1),
on which one acts via a control function v(t). This is the so-called pointwise control.

The proof of null controllability of the system (6.1.1) will rely on the celebrated moment
method initially developed in [86, 87]. Let us recall quickly this method in the classical non-
degenerated situation. We consider the 1-D Laplace operator 0, with domain D(0.;) :=
H?(0,7) N H(0,7) and state space H := L*(0,7). In other words, given the operator 0., let
us consider the following controlled heat equation on (0,7") x (0,7), with Dirichlet boundary

conditions:
Yt — Yoo = f(2)0(t), (t,2) € (0,T) x (0,7),
y(t,0) =y(t,1) =0, te(0,7), (6.1.2)
y(O, x) = yo(m)’ T e (Oa ﬂ-)v

where yo € L?(0,7), v € L?(0,T) is the control and f € H~1(0,7) is an imposed profile for this
control.

137
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It is well-known that —8,, : D(94,) — L?(0,7) admits a sequence of eigenvalues and nor-
malized eigenfunctions given by

2
e = k2, ex(z) == \[sin(k‘x), kE>1, ze(0,nm), (6.1.3)
T

and the sequence {ey};>; is a Hilbert basis of L*(0, 7).
The starting point of this moment method is to decompose the initial datum gy and the
control profile f in the basis of the eigenfunctions {eg }r>1 associated to the operator —0;, i.e.

f@) =) frex(@),  wolz) =Y ylen(),

k>1 k>1

with {fihien, (e € 2OV == {{8;} € RY: 37 |52 < +oo}.
JEN*
Then, it is classical that find v € L?*(0,T) such that y(7T,-) = 0 is equivalent to find v €
L*(0,T) such that

T
fk/ e Myt dt = —e My vk > 1. (6.1.4)
0

Finding v € L?*(0,T) such that (6.1.4) holds, is the so-called moment problem. A necessary
condition for the existence of a solution to this problem for any yo € L(0, ) is:

Ju #0, Vk > 1.

In [86, 16], the authors solved the previous moment problem by proving the existence of a
biorthogonal family {gx}r>1 to {e *'}r>y in L?(0,T) which, in particular, satisfies the next
additional property: for every € > 0 there exists a constant C'(,T") > 0 such that

llakllz201) < C(e,T)e, Vk > 1. (6.1.5)

Then, the control is obtained as a linear combination of {gx}x>1, that is,

e—)\kT 0
yqua
Jr

k>1

and the previous bounds (6.1.5) are used to prove that this series converges in L?(0,T) for any
positive time T > Tg, where

Ty := limsup I (f) € [0,+00], with I(f):= _IOgSkaD_
k—oo

More precisely, it is proved in [16] that:
1. Equation (6.1.2) is null controllable at any time 7' > Tp.
2. Equation (6.1.2) is not null controllable at any time 7' < Tj.

In the same framework, it is worth to mention also the recent work [137], where the author
proved the first results related to the cost of the null controllability in the case of a minimal
time on control for the one dimensional heat equation (6.1.2).

Let us also underline the reference [77], where a study of (6.1.2) is performed in the particular
case f(x) := 0, € H 1(0,7), with b € (0,7). That is to say: Given T > 0 and yo € H (0, 7),
can we find a control v € L?(0,T) such that the solution y € C([0,T]; H (0, 7)) of

y(t,0) =y(t,1) =0, te (0,7), (6.1.6)
y(O?x) =% CIZ), T € (077[')7
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satisfies
y(T,-)=0 in (0,m). (6.1.7)

Using again the existence of a biorthogonal family in L?(0,T) to the exponentials {e 115,
and the bounds (6.1.5), S. Dolecki exhibited a minimal time T € [0, +00], depending on b, such
that system (6.1.6) is not null controllable at time T" if T" < Tj and is null controllable at time
T when T > Ty. This minimal time of controllability is given by

To(b) = limsup _M

n o (6.1.8)
— 00

To our knowledge, this was the first result on null controllability of parabolic problems where a
minimal time of control appears.

In this chapter we will focus on the pointwise controllability of degenerate parabolic equa-
tions. The particularity is that the control is exerted only on some point in the interior of the
spatial domain. With respect with both boundary and distributed parabolic control problems,
we will see new phenomena such as conditions on the time control and geometric conditions on
the location of the control.

Remark 36. In what follows, we will keep the same notations of Chapter 5.

This chapter is outlined as follows. In Section 6.2, we analyze the well-posedness for the
equation (6.1.1). Section 6.3 is devoted to studying the pointwise approximate controllability
problem for equation (6.1.1). Finally, in Section 6.4, we prove the pointwise null controllability
result.

6.2 Well-posedness results

Let us define the following symmetric continuous bilinear form a on H}(0,1) by

H!x H! - R
a: 1 6.2.1
(y,2) |—>/ VY Va®z, de. ( )
0
We immediately see that a is H!(0,1)-L?(0,1) coercive, i.e.
3> 0,30 R, Wy € Hy(0,1), aly,y) + Myliz01) = 119l 01 (6.2:2)

Then, the equation (6.1.1) is well-posed. To be precise, one has (see [135, Theorem II1.1.2]):

Theorem 6.2.1. For any yo € L?(0,1) and v € L*(0,T), equation (6.1.1) possesses a unique
solution y satisfying y € L*(0,T; H(0,1)) N C°([0,T); L*(0,1)) and

1Yl 220,711 0,1)) + IYllcoo,m:22(0,1))
< C(llwoll 20,1 + 1l g2 10l 2207 )

for some positive constant C.

6.3 Approximate controllability

In this section, we deal with the notion of approximate controllability (which is weaker than
null controllability), that can be stated as follows: For every ¢ > 0 and yo, yr € LQ(O, 1), find a
control v € L?(0,T) such that the solution y of (6.1.1) satisfies

ly(T) = yrll201) <€ (6.3.1)
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It is nowadays well-known (see for instance [72, Theorem 2.43]) that the approximate controlla-
bility at time 7" > 0 of (6.1.1) is equivalent to the unique continuation property for the adjoint
parabolic equation: equation (6.1.1) is approximately controllable at time 7" > 0 if and only if
its adjoint equation

o1+ (2%g)z = 0, (t,r) € Q,
o(t,1) =0, te(0,T),
t,0) =0, 0<axl 3.
soa ) o € (0.7). (6.3.2)
% (t,0) =0, 1<a<?2
o(T, z) = po(x), xz € (0,1),
satisfies the following unique continuation property
Yo € L?(0,1), (gp(-,b) =0 on (0,T)> = po=0 in (0,1). (6.3.3)

Let us present our pointwise approximate controllability results, that is, our first main result
related to system (6.1.1). To this end, we introduce the following set

- 1
Si={(2=5), n>k=z1}, (6.3.4)
jl’avn
where (j,, k)k>1 is the sequence of the zeros of Bessel functions defined in Section 5.3.
One has:

Theorem 6.3.1. Fquation (6.1.1) is approximately controllable at time T > 0 if and only if
b¢ S,,. (6.3.5)

Remark 37. We point out that, condition (6.3.5) is equivalent to the so-called Fattorini-Hautus
test [85]:
¢, n(b) #0, forany n>1.

Here ®,,_ ,, denotes the eigenfunctions defined in Section 5.3.

Remark 38. The approximate controllability result stated in Theorem 6.3.1 does not depend
on the final time 7: approximate controllability of equation (6.1.1) at some time 7' > 0 is
equivalent to the approximate controllability of equation (6.1.1) at any time 7" > 0. On the
other hand, condition (6.3.5) characterizes the approximate controllability property of equation
(6.1.1). Thus, (6.3.5) is a necessary condition for the null controllability of this system at some
time 7" > 0.

Proof. Necessary condition: By contradiction, let us assume that condition (6.3.5) does not
hold, i.e., that there is ng > ko > 1 for which j,, n,b0" = ju, k- Let us see that the unique
continuation property for the adjoint equation (6.3.2) is no longer valid. Indeed, let us take
¢o = Py, ne € L*(0,1). Thus, it is not difficult to see that the corresponding solution to the
adjoint problem (6.3.2) is given by

o(t,x) = e Mano =0, (1), (t,z) € Q.

Therefore, (t,b) = G*Aua,no(T*t)q)anO(b) =0 on (0,7) but g # 0. So, system (6.1.1) is not
approximately controllable at time 7" > 0. This proves the necessary part of Theorem 6.3.1.

Sufficient condition: Let us now assume that condition (6.3.5) holds. The task now is to prove
that the unique continuation property for the solutions of the adjoint problem (6.3.2) holds. To
this end, let us fix o € L?(0,1) and assume that the corresponding solution ¢ of (6.3.2) satisfies

o(t,b) =0,  Vte (0,T).
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Using the fact that (®,, x)x>1 is a basis for L*(0, 1), we can write

wo(x) = Z ap®y, 1(x),

k>1

where the previous series converges in LQ(O, 1). In this series the coefficients are given by
ar = (o, Py, k) for any k > 1. Then, the solution ¢ of system (6.3.2) is given by

o(t,x) = Zake_’\”a’k(T_t)@Va,k(:z:).
k>1

On the other hand, since the sequence (A, r)r>1 satisfies the hypotheses of Lemma 5.3.2, we
know that there exists a biorthogonal family {q,, r}x>1 to the exponentials made upon the A, ,
see Theorem 6.4.2.

Hence, by [114, Lemma 5.4] we infer that the family {e_’\”a»kt}kzl is minimal, which implies
that is w-independent, see [114, Theorem 5.8 and Definition 5.7].

Recall that we have assumed ¢(-, b) = 0 on the interval (0, 7). Then, the expression of ¢(-, b)
together with the property of the exponentials imply air = 0 for any & > 1. This proves the
continuation property for the solutions to the adjoint problem (6.3.2) and, thus the approximate
controllability of (6.1.1) at any positive time 7. O

6.4 Null controllability

We recall that the main problem that we will address is the null pointwise controllability for
equation (6.1.1), employing a control located at an interior point b € (0,1). In other words,
given yo € L*(0,1) we wish to find a control function v € L*(0,T) that drives the solution y of
(6.1.1) at rest in a finite time 7" > 0. This is our second main result. It reads as follows:

Theorem 6.4.1. Let yo € L?(0,1) and assume that condition (6.3.5) holds. Let us define

log(|®y, k(b
T(bv Oé) = lim Sup_M.

(6.4.1)
k—+o0 /\Va,k

Then, given T' > 0, one has:
1. If T > T (b, ), the equation (6.1.1) is null controllable at time T'.
2. If T < T(b,«), the equation (6.1.1) is not null controllable at time T .

Remark 39. The minimal time 7'(b, &) depends on the control position b but also on the rate
of the degeneracy a.

Proof. Positive pointwise controllability result. Let us assume that 7' > T'(b,«). Our
objective is to prove that equation (6.1.1) is exactly controllable to zero at time T'. Following
the ideas of [54, 87], we may reduce the controllability issue to a moment problem. First, we
treat the problem with formal computations. We will present a rigorous justification in a second
moment.

Step 1: Reduction to a moment problem. Let us start expanding the initial condition yg €
L*(0,1) with respect to the basis of the eigenfunctions (®,, 1)x>1. Indeed, we know that there
exist a sequence (Mg,k)kg € 1?(N*) such that, for all z € (0,1),

yo(x) = 110 1P k().

k>1
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Next, we expand also the solution y of (6.1.1) as

Zﬁa k(T Va, ) HAES (Oa 1)7 t >0 with Zﬁi,k(t) < +o00.

E>1 k>1

Therefore, the null controllability condition y(T,z) = 0 becomes

Bak(T) =0, Vk=>1. (6.4.2)
On the other hand, we observe that ¢g(t,z) := e*)‘Vav’“(T*t)CI)l,mk(x) is solution of the adjoint
problem:
(or)e + (2%(¢r)z), = O, (t,x) € Q,
@k(t,O) = Yk tal) =0, te (OaT)7
t,0) =0 0<a<l A.
¢r(t,0) =0, <a Le (0.7), (6.4.3)
2%(r)2(t,0) =0, 1<a <2

= (I)l,a,k, A (0, 1).

T
®, 1(b) / v(t)e ek (M=) gy
0

T 1

N /0 /0 [Sok (e = (2%z)z) + y((on)e + ($a(§0k)x)x)]dx dt
1 T T

= eolban= [T oatuee [ o dian

1 1
:/ y(Ty-T)(Pk(T,IE)dIE/ y(0,z)pr(0, ) dx
0 0
1 1
:/ y(T,z)®,, k() dx—/ y(0,2)®,, j(x)e varT do
0 0

= Ba,k(T) - :U*?x,kei)\ua’kT'

Therefore, there exists a control function v € L?(0, T) such that the solution satisfies y(T,z) = 0
for any z € (0,1) if, and only if, there exists v € L?(0,T) such that:

T
By(8) [ (e Ner T dt = =y e e, k21,
0

A necessary condition for the existence of a solution for any 3y € L*(0,1) is:
o, k() #0, Vk>1.

This latter condition is fulfilled by (6.3.5) (see Remark 37).
We are thus led to find a function v € L?(0,T) that satisfies the following problem

kT, 0

/T (t)e ek (T=1) gy ° Pok g >1 (6.4.4)
v(t)e e = > 1. 4.
0 (I)Vouk‘(b)

After a change of variable in the integral, we arrive to the reduction of the null controllability
issue to the problem (h(t) = v(T —t))

Find he L*0,T) such that

T e kT 10 6.4.5
/h(t)e%ktdtz—““, VEk > 1. (64.5)
0 (bl/ouk(b)
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This is a moment problem in L?(0,T) with respect to the family {e™*va*}, ;.

Step 2: Formal solution of the moment problem. We present here the formal computations that
show that the moment problem (6.4.4) has a solution h. For defining the function h satisfying
(6.4.5), in what follows we firstly need to introduce a sequence {q,, x}r>1 in L*(0,T) which
is biorthogonal to {e~*e#!};~;. The existence of such a sequence is a consequence of the

convergence of the series Z by the celebrated Muntz theorem, and it is guaranteed by

n>1 " Yool

the following result.

Theorem 6.4.2 ([88, Lemma 3.1]) Let (A, )k>1 be defined by (5.3.4). Then there exists a
biorthogonal family {qy, x}k>1 in L*(0,T) to {e Mokl o1 e,

T
/ e ekl ((t)dt =6y, Vk,1> 1. (6.4.6)
0

Here, 6k denotes the Kronecker symbol.
Moreover, the following estimation holds

Ve > 0,3Cer >0 such that ||qu, kllL2(0,m) < C.pevak Yk > 1. (6.4.7)

Hence, we may formally solve the moment problem above by defining

e -y, kTMOk
h(t) = hg(t), with h(t) = _ﬁqua,k(t)- (6.4.8)

k>1

Indeed, if this series makes sense (and if the following computation can be justified) we have

4 A il ¢ lT“g Tt
h(t)e vt gy = 5 _C Mt / e Nvakty, (1) dt
/0 ; QVayl(b) 0
_ e
®Vayk(b) ’

and the claim will be proved.

Step 3: L? regularity of the control and controllability result. We consider h given by (6.4.8).
We have to check that h belongs to L?(0,T) if T > T(b,a). Indeed, from the definition of
the minimal time 7'(b, ) (see (6.4.1)) and for any fixed £ > 0, we can infer that there exists a
positive constant C,, . such that

b o el e s
[Py, k(B)] — 7 ’ B

Hence, we can use the bound (6.4.7) and get a new positive constant C,,, . 7 for which

oo kT
h < — g,
| kHLQ(O,T) > HZ/0HL2(0,1) B o) g a,kHLQ(O,T)

Va,k

< Cuacellyollz2(0,1)€ /\”“’k(TfT(b’a)fs)Han,kHL?(o,T)

~Avq k(T—T(b,0)~2¢)

Va,

< Cuperlyollzzon)e

T-T(b,«)

By the estimate above with ¢ = , we deduce that

k]l L20,7) < Cua,TH?JOHL2(0,1)€7)"’°‘"“(TfT(b’a))/Z-
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Next, observe that
Z 1kl z20.7) < Crasrllyollzz(0,1) Z e Mo n(T=TC)/2 o 4o,
k>1 k>1

where the last series is convergent due to the presence of the exponential with negative sign.
Indeed, using Lemma 5.3.6, we have

Zef)\ua,k(TfT(b’a))/Q

E>1

2 T-T(h,a) _\ 1
- )\V I e ua,k(T T(b70‘))/2 -
T—T(b,a);( kT ¢ )

2 1
< 7<sup ace_x> < 4o00.
T —T(b,a)\ z>0 % Avak

This immediately ensures the absolute convergence of the series which defines the control h.
This allows to conclude that

-\ T,0
e ek Ma,k

h=—
E>1 (pl’ouk(b)

an,k S L2(07 T)7

and therefore, that the degenerate heat equation (6.1.1) is null controllable at time 7" when
T>T(,a).

Negative pointwise controllability result. In order to finish the proof of Theorem 6.4.1,
let us prove that if 0 < T < T'(b, ), then equation (6.1.1) is not null controllable at time 7. We
argue by contradiction. Assume that equation (6.1.1) is null controllable at time T < T'(b, ).
By duality, this last fact is equivalent to the existence of a positive constant C' such that every
solution ¢ of the adjoint problem (6.3.2) satisfies, the following observability estimate:

T
90 sy <€ [ el (6.4.9)

Let us work with the particular solutions associated with initial data ¢g = ®,, ;. With this
choice, the solution ¢y, of (6.3.2) is given by

op(t,x) = e Mok TDP, (), VEk > 1.

Thus, the observability inequality (6.4.9) becomes

T
6_2)\1/04va < C(I)I/a,k(b)2/ e_QAVa,k(T_t) dt
0

1
< 1 — e 22T\ P 2
= CQAya,k( ¢ ) Pran(O)
<C ®, 1(b)2,
<O o k(D)

D, 1(b)? Vk > 1 6.4.10
— 2Aya71 ouk( ) Y — ) ( )

that is to say, for a new constant C' > 0 not depending on k, one has,
1 < CePvarT®, ()2 (6.4.11)

From the definition of T'(b, ), we obtain the existence of an increasing unbounded subsequence
{kn}n21 such that
log(|®y, 1, (b
T(b,a) = lim —M_

n—-4o00 >‘l/a,kn
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If we assume that T'(b, ) < +o00, then, for every € > 0, there exits a positive integer n. such

that
log( ‘ cI)Va,k:n (b) D
)\Va,kn

Th,a)—e<— , Vn > ne.

This last inequality together with (6.4.11) provide the new inequality
1 S 06_2)"/a,kn(T(b7O‘)_T—€)’ vn 2 Ne.
Tb,a)—T

). This ends the
proof. ]

The previous inequality gives a contradiction if we take ¢ € (0,

Let us end this section by proving that the minimal time T'(b, o) is well-defined and satisfies
T(b,«) € [0,400]. One has

Theorem 6.4.3. Let us assume the hypotheses of Theorem 6.4.1 and let T'(b, ) be the number
given by (6.4.1). Then,
T(b, o) € [0,400].

Proof. Owing to Remark 37, condition (6.3.5) implies that
O, 1(b) £0, Vk>1.
Hence,

0 < [®u, k(b)] = [(0bs Prs k) 1 1 |
< ”5b||H(;1H(I)Va,k”HgC
= 108l g2 v/ Ava -

Therefore, we deduce that there exists a constant o > 0 such that

0 <[P k()] <oApy  VE>1

Thus,

>log (),  Vk>1,

1
log @,,mk(b)\) N

that is to say,
_log([®u, k(0)]) o log(aAvy k)
)\chk N )\VCHk
Using the fact that A\, — +oo as k — 400, it follows that T'(b,a) € [0,4o00c]. This ends
the proof of the result. O

. Vk> 1.
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A Proof of Lemma 1.3.1
Denote by v(t) = 6(t)"!. After straightforward computations, we get that

6(T)=0 and @(t) > = 80(t)1 > 80(T")1, Vte (0,T). (A1)

v(t)?
Employing the standard Taylor’s formula to the function 6 in (to,7”), there exists T e (to, T")
such that
0(t) = 0(T") +0(T")(t — T') + é(f)(t —T")?
> 0(T') +40(T")i (¢t — T')?,
where we have used (A.1). Now, recalling that ¢ = 61, from the last inequality, we get

So(t’x) < QO(T/,JT) - Co(t - T/)2,

where ¢y = —4 m(g)i)?ﬁ(:n)ﬂ(T')% =4v(d — d*)@(T')% > 0. Therefore,
xe(0,

T / T 7\2
/ eZstp(t,x) dt < erg@(T ,x)/ 672sco(t7T) dt

to to

2s(T',x) p+oo

(& ’ _p2

= / e " dr
Vv 2c08 —0o0

C 2sp(1")
S

IN

for some positive constant C' independent of s.
Consequently,
/ Q

B Proof of Lemma 2.3.1

1
f2 (T/7x)e2sg0(t,x) dz dt < ?/ f2 (T/’x)€2sg0(T',:c) dr.
§Jo

to

Using the equation satisfied by

k
Yt — di(a(@)yra)e + Y brjyy = fi
=1

146
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and integrating by parts, we obtain

K, =// Yk—1,tBr XYk dx dt
Quo
- // Yk—1Bk,t XYk dx dt — // Yk—1Bk XYkt dx dt
Qto QtO
- // Yk—1Bk, 1 XYk d dt + // Yk—1Bex (a(7)Yk o), dzdl
Qtg Qtg

k
-> // Yk—1BkXbk,jy; dx dt — // Yk—1Bk X0k k+1Yk+1 da di
j=1 Qg Qg
5 .
+ // Ye—1Bkxfr da dt = ZKP
Qto i=1

Recalling that 8 = s'0'¢*®*, we have that there exists C' > 0 such that | Brt| < Csltle2sPrgltl,
Thus, using Young’s inequality, we obtain

‘K{l)‘ — ’// Yk—1Bk,t XYk dx dt’
to

< CSH-l // GQSCDICHH_lX‘ykflyk‘ dr dt
Q1

2
< C// /2502y | [ 22 2
Q1 C a(z)

% <Sl1/2€s(2¢kcp)ell/2’yk1| X - Q ) a(§)> da di
X

2e

<es % 25(,093 z? )ykda;dt—i- C $2l— 1//‘62 25(2®;— @)02[ 1X (g)yk 1dCL‘dt

a(z) .
2

<es //Q 2503y v’ )yk dwdt—i— 52 1//@ 2= gA=1y 2 | g dt. (B.1)

Integrating by parts in K{Q)

K{Z)z—/
Q

//Q Yk—1BkX20(2)Yp 5 d dt .

J3

Using the fact that supp x C Og and hence is bounded on Oy, it follows that

, we obtain

to

B XYk—1,20(2) Yk o dx dt — //Q Yk—1XBr,za(T) Yk o dx di
to

v

Jo

Once again, using Young’s inequality, we get

J1 < C’// sl P2y pa(a)yy . dr dt
Qt

<as//Q

6289090,(33)3/2@ dx dt + 282171 // 25(2%k—¢) HQZflxa(x)yi_Lx dx dt
Q

to to
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and observing that |Sj | < < Cs! 1o 1e25%% and x(x < Cy/xa(z) on Oy, one has

Jo < C// Sl+1628©k9l+1\/Xa($)yk_1yk7$ dx dt
Q1

<es // e*0a(x yk L dxdt —|— g2+l // QS(Q(I)’C_“O)GQley,%,l dx dt.
Q1 Q1

For the term J3, having in mind facts that a(z) < C/a(z) on Oy and 7 € L>(0,1), we
X

obtain

J<C // L2 g Sxa(@) gy 1yp do dt
Qg

<es // e*%0a(x yk L dxdt + g2l // 23(2@’“7@02171)@/2_1 dx dt.
Qi Q1

‘K}Q)’ <3es // e*P0a(x)yi , do dt + — ( 2+ // e2sQ2r=@) g2y 2 g dt
to Qtg

+8211//Q 625(2‘pk‘P)QQlea(a?)y;%_lﬁdﬂfdt)- (B.2)
to

For the term Kf?’), we have

k—1
‘Kf?’)’ < Z C // st 25¢k(9[)<yjyk 1dxdt +C // s'e? k0! xypyp—1 du dt
j=1 Qt C‘?tO

Hence

and

k—1
ZC// sle%%&lxyjyk,l dx dt
j=1 Qto
1
< —g2 3//@ e25(2®,—) g2l— 3ka 1d$dt+CZ //Q 23%0«93ij2- dx dt.
to

Similarly,

A

2
x
sle® POl ypyp_1 do dt <es® // 628@93)(@71//3 dx dt
Q:

()

+48821_3//Q 28(2<I>k SD)QQZ 3Xa( )yk 1d.’L’dt

to

Therefore

(3 z”
K" <es? // P03 ——yi dx dt
Q a(z)

+C ( ) // QS(Q(I’k_‘p)G“lxy,%,l dx dt
Qg

+C Z $3 // 25“’93)@? dx dt, (B.3)
Q
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where k1 = max(3,2] — 3).
For the last term K 54), we have

<C // s\ yp 1yt da dt
Qg

2
éss?’// e2segs L ka+1 dxdt—i——sm 3// 2%k —¢) 21— 3@ )ka L dx dt.
Q ( ) Qi x2

to

= ‘—// Yr_18' €20y 1yt dz dt
Qt

Thus, as in K{l), we obtain

// 28“’03 7 ka—H dz dt+—s2l 3//@ s@Pk=@)g2A =332 dxdt  (B.4)

Combining (B.1)-(B.4), we end up with

| K4 <5( (k) + T (Yr+1) +C'Z // 28‘”«93)(3/]2- dx dt

Q1
+C (1 > // s(2%x—¢) 0%2xy2 | dx dt
Qtg
+ gsm*l // e S(Z(I’k*‘p)emflxa(x)y,%_l’z dx dt (B.5)
Qg

where kg = max(3,20 + 1).
Going back to the term Ky, one has

Kz—// di—1(a(2)Yr—1,0), BrxYr dv dt
(N

-,

Taking into account the fact that |(Byx),| < Cs'T101e?®xx1/2 and that the functions a and
a [

— are bounded on Oy, we find that

x

di—10(2)Yk—1.2 (BeX), ykdl’dt—//Q di—10(T)Yk—1,25kXYk,z dx dt .
to

to

Ky K

‘KS)) <0// sl+19l+1€25<1>kX1/2yk_17xyk da dt
to

2
<es // 25“"03 a; ykd:cdt—i— s2= 1// 6212520k =) a(x )Xy,%,mdxdt.
Q1 Q1

Analogously,
’K 2)‘ <z~:s/ Oa(x )Xezwy dx dt

C 2[ 1// 62l 1 28(2<I>k @)Xyz_l’m dx dt.
Qg

Therefore,
C
Kol < 2T () + 2257 //Q a(z)6? eGPy | dadt. (B.6)

to
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For the term K3, one has
k—1
|K3| < ZC// slﬁle%q’kxykyj dx dt
j=1 Qtg
< 683/ 03¢ 25<pX y2 da dt
o a( )
C k—1
+ = 821—3/ 921—3625(2<1>k—¢)a(32€) ijz da dt.
€ — Qs €T
7=1 0
This yields that
|K3| < //Q 03e259y )yk dx dt + — Z 2=3 //Q 232520k —¢) y]2 dx dt. (B.7)
Combining (B.5), (B.6) with (B.7), we arrive at
K1+ Kz + K3 <e(J (i) + T (yes1)) + K1+ CZ //Q e*?0 xy; du dt
to
< > // s(2®r—¢) 9“2xy _ydxdt
Q1
+ gsm_l // e s(m’“_‘p)ﬂﬂ_lxa(:n)yi_lw dzx dt, (B.8)
15 Qto
with | = max(3,2l — 3), ¢ = max (¢, 2Py — ) and kg defined in (B.5).
Next, we proceed to estimate the last term in the above inequality. i
Set @), = 2®; — ¢, multiply the equation satisfied by yr_1 by s? 102 1xe?®* y,_; and

integrate over (), it comes that

// 521_1921_1X€2Sékay/€_1,x da dt
Q

to
1 ~
:d// 82l_192l_1><625¢’“dk_1ay;%,17xdxdt
k=1 4 Qq,

1 -
_ // S2l7192171X62s<1>ka(y]%_1)t dax dt
2dy,_1 »

- // bk—l,k52l_1‘92l_1XQQS&)kyk—lyk de dt
k=1 4 Qy,
1 ~
. Z — // bk_1,j8217192[71X628¢’“yjyk_1 de dt
o1 W1 A Qy

// $2l—1g21-1 2$<I>k) e 11 ayp_1.0 do dt
dk 1 Mq,

/ fk— 52[ 102l 1 QSq)kyk 1dl’dt
di Jg

to
:ZHj.
j=1

Observe that ) )
‘515 (521—1921—1X623q>k)‘ < 0521+192Z+IX625<I>k
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for some positive constant C'. Hence
|Hi| < C //o o 82l+102l+1625&>’“y,%,1 dx dt. (B.9)
1 X (U,
Again, by Young’s inequality one has

1 I
Q

di—1 My,

< C// 821—1921—1X625&>kyk_1yk da dt
Qtg
2 2
<cff (\/gs%ewsw”;yk)
0
[C o_5 o_5 (28, —0) | @
% < 27&_8% gGQZ gﬂe (2¢’k ‘P) xﬂ/k—l) dx dt

2 N
<6// 5393628‘pxx—y,% d:L‘dt—l—C// s4l_504l_5xe25(2¢’“7“’)%y,%,l dx dt.
Qto a € Qt() X
Hence
3932 9522 ¢ 4l—594l—5., 2s(2® 2
|Ha| < s// s°0°e” X —yp dw dt + // sHBGA—D e25(226—0) 2 i . (B.10)
Qg a € Qi

Proceeding as above we can see that

k—2
‘H3‘ < ZC// 8217162l71X€23¢kyjyk71 dx dt
j=1 +e

to

+ C’//Q 321*192171)(625&)’“%%_1 dx dt
to

k—2
/2 C 5
< Z C// ( gsl_éel_%ﬂessayj) ( ?Esl_%ﬁl_%\/)?es(zq)k_@yk,l dx dt)
j=1 Qty
+ C// s2l_1921_1X625&>’“y,%,1 dx dt
o
k—2 o i
< Z € /Q 82l_192l_1xegs‘pyj2- dx dt + - //Q s2l_1921_1X623(2q’k*‘P)y,il dx dt
Jj=1 to 2
+C // 32l_192l_1X628&>’“yi,1 dz dt. (B.11)
Q1

Now, observe that ‘<s2l_1021_1X625¢’k> < Cs20% e on O x (0,T), hence

Hy| < //
Qto

<C // $202 2Py Sayy 1, da di
01 x(0,T)

1 ~
<= // 521—1925—1625%(13/]%71 _d dt
2 J]oyx(0,1) ’

+C //O o) 82l+1«92l+1e25&)ky%,1 dx dt. (B.12)
1 XU,

T

<S2l—102l—lxe2s‘ik> Yk—10Yk—12 dx dt
x
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Since ®j, < 28, — ¢, it comes from (B.9)-(B.12) that

// 821_19%_1)(625&)’“&%%_1@ d dt

Qi
1 - 2

<C (1 + ) // 3J9je25(2‘1’k*%")y,%71 drdt + ¢ // 3393628‘px$—y,§ dx dt
€ w! Qrg a

k—2
+ Z € // 3393X625“"y]2~ dx dt + — 7 // ‘fk_182l_1921_1)(625¢’“yk_1‘ dx dt,
]:]_ Qto k—1 Q

where J = kg = max(3,2l + 1,4l — 5).
Observing that & 1 — (2Ci>k — <p) = —2¢p > 0, it follows that

20, —p < @4y and @< Dp_y.

Finally, from (B.8) and (B.13), we deduce that

Ky + Ky + K3 <€(j(yk) + T (Yk+1) ) + CZ // 28%_1913/]2‘ dx dt

Opx(0,T)

+C <1 + ) s7 // e?5Pe-1097 42 | dy dt
€ 0o x(0,T)

+ // ‘yk_lslﬁlezsq)kxfk] dz dt
Qt

+ C// }fk,182l7192171)<625(1>k’1yk,1‘ dz dt,
Quo
where we have used the fact that ®, < ®;_;. This completes the proof of (2.3.40).

C Caccioppoli’s inequality

(B.13)

(B.14)

In this section, we will prove the Caccioppoli’s inequality (2.3.15) for an inhomogeneous degen-
erate parabolic equation. Note that, this inequality is different from the one shown in [5] for the

homogeneous case.

Proof of Lemma 2.5.1. Define a smooth cut-off function 7 € C*°(0,1) such that 0 < 7 < 1 in

(0,1), supp(7) C w’ and 7 =1 on w”. Since y solves (2.3.2), we have

T d 1
0= / — (/ T2y e?59 da:) dt
to dt 0

2 duy2e®? da dt + 2// ) + f)T ye®*? dz dt.
Q1

Then, integrating by parts and using the fact that d > 0, we find

// ar?yle® dx dt = s // — 2 du dt + = // (e%597%) a> y* dx dt
Qx Qg o z
// fy623¢’ dx dt.
Q1
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Since 7 is supported in W', 7 = 1 in ", || < C6?, a € C*(W'), min a(x) > 0 and ¢ € C?()
xew/l
then, using Young’s inequality one obtains

min {a(z)} // Y2 dx dt < // ar?y2e®? dx dt

to

< C<// (3\0\ + 8292)y2€28¢ dx dt
wéo
+ // 12e25? dz dt + // y2e®? dx dt)
Wi Wi

<C // (f2 + 8292y2>628¢ dx dt
w{o

and the proof is complete. O



Conclusion and perspectives

In this thesis, we have studied the following problems:

In Chapter 2, we addressed the question of Lipschitz stability regarding the inverse prob-
lem of retrieving, simultaneously, n source terms in a coupled system of n > 2 degenerate
parabolic equations by means of measurements of one component of the solution. Such a result
is derived employing an appropriate Carleman estimate with one locally distributed observation.

In Chapter 3, we treated the distributed controllability for a coupled system of degenerate
parabolic equations with singular potentials. The main particularity is the fact that the coupling
is also done in the singular terms. By means of a Carleman inequality with only one observa-
tion for the problem under analysis, we obtained the null controllability employing one single
distributed control supported in a suitable open subset of the domain.

In Chapter 4, we provided a sufficient condition on the null controllability of an integro-
differential degenerate parabolic equation. In particular, we have shown that, by assuming an
exponential decay in time on the kernel memory at the end of the time horizon [0, T], the null
controllability holds. Besides this, from the result in [110], it is clear that nontrivial constant
kernels cannot be handled when dealing with controllability problems for memory systems of type
(4.1.1). Instead, some additional assumption has to be imposed. In this work, we considered
kernels depending on space and time variables. Nevertheless, we do not know whether the
proposed decaying condition is the best possible or if, instead, sharper results can be proved.

In Chapter 5, we provided necessary and sufficient conditions for the approximate and null
controllability properties of a linear coupled system of two degenerate parabolic equations when
a control force acts on a part of the boundary. As a consequence and unlike the scalar case,
we infer that the distributed and boundary null controllability properties of coupled degenerate
parabolic systems are in general not equivalent. Indeed, Kalman rank condition is a necessary
condition for the controllability of both systems but is not a sufficient condition for the boundary
controllability problem.

In Chapter 6, we have established the approximate and null controllability properties of the
one-dimensional degenerate heat equation with a pointwise control. In this setting, the posi-
tion of the control force and the rate of degeneracy a can have an important influence on the
controllability properties of the control system. Notably, we showed that a minimal time of
pointwise null controllability, Ty € [0, +0oc], arises in such a way that the underlying equation is
null controllable at time 1" if T' > Ty and is not when T < Tj.

In the following, we present some perspectives that are somehow linked with the topics we
have addressed in this thesis.

1) Controllability of a coupled system with different diffusion coefficients

In this work, we have addressed the controllability issue of coupled parabolic systems involving
the same diffusion coefficients. The same problem would be of interest in the case of different
diffusion coefficients.

154
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e Distributed control

Let us consider the following distributed controlled system:

,

y1e — (k1(2)y1e)z + a11y1 + a12y2 = lyu, in Q,

yor — (k2(x)y2z)z + a2y + a21y1 = 0, in Q,

yi(t,1) = 0, i=1,2, te(0,T) o
bi(f,0) =0, (WD) i=1,2, te(0,T),

¥i (0, ) = yoi(x), i=1,2, in(0,1),

where w is an open subset of (0,1), the coefficients a;; € L*™(Q), i,j = 1,2, u € L*(Q) is
the control force, ki1, ko are two diffusion coefficients vanishing at the extremity z = 0 and
(yo1, yo2) € L?(0,1)*,

The first results on null controllability of the coupled parabolic system (.1) have been
established in [61]. The authors concern mainly the case where k1 = ko and with particular
coupling terms:

ai2=0 InQ and a9 =1p (.2)

for some non empty open set O € (0,1) satisfying O Nw # (). Then, the previous results
have been extended by Hajjaj et al. in [3] to the case where the system (.1) has a cascade
structure, i.e., ajo = 0, with different diffusion coefficients. To this aim, the authors
apply the Carleman estimates developed for a single equation in [5], with suitable weight
functions, for the two degenerate equations of the associated adjoint system to (.1) for
proving the null controllability result.

Later on, the non-cascade version of the system (.1) has been considered in [2]. In partic-
ular, the authors consider the special diffusion coefficients k;(x) := x®, being «; € [0, 1),
or the so-called weakly-weakly degenerate systems, under Dirichlet boundary conditions
and prove that the null controllability holds. Their approach is based on the use of new
global Carleman estimates with an appropriate weight function. Nevertheless, the pro-
posed weight function is no longer suitable for the strongly degenerate setting and, con-
sequently, the extension of such a controllability result to the weakly-strongly or strongly-
strongly degenerate parabolic systems are completely open. We refer to [2, Section 7] for
further discussions on this issue.

Boundary control

Now, let us consider the following boundary controlled system:

Y1t — di(z*y1z)z + b11yr + bi2y2 =0, in Q,
yor — do(2%*Y2z)x + b2oy2 + b21y1 =0, in Q,

(t,0) =0, 0<a<l . '
yz(_ ) o i=1,2, te(0,T),
r%Yip(t,0) =0, 1<a<2
yi (0, ) = yoi(x), i=1,2, in(0,1),

where dy,da > 0, 0 < a1, a2 < 2, the coefficients bj; € R, 4,5 = 1,2, (yo1,%02) € L%(0,1)
is the initial condition and v € L(0,T) is a scalar control force.

The boundary controllability of coupled degenerate parabolic systems like (.3) is completely
open when a1 # as.

We will present here a simple example which shows that when the diffusion coefficients
are not similar, the situation can be much more complex and unnatural difficulties arise
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when we try to control a coupled system of two degenerate parabolic equations form the
boundary.

We will be concerned with the non-degenerate cascade version of (.3). More precisely, we
consider the situation where a; = as = 0, by; = 1 and b1 = b2 = begy = 0, namely

Y1t — d1Y1za = 0, in Q,
Yot — d2Yozz +y1 =0, in Q,
Y1 (ta 1) = U(t)v yQ(t¢ 1) =0 (07
Y1 (t, 0) =U (t7 O) =0, (O

y1(0,2) = yo1(z), y2(0,2) = yo2(z) in (0,1).

te T
te T

); (4)
);

In [88] it is shown that the system (.4) is approximately controllable at any positive time
T > 0 if and only if the square root of dy/ds is an irrational number, i.e.,

Vdi/da # Q.

On the other hand, the boundary null controllability property holds if the control time T
is greater than a minimal time T € [0, +oc] which depends on the diffusion constants d;
and ds. Otherwise, the null controllability fails.

Moreover, using the Diophantine approximation theory, in [16], the authors proved that,
it is possible to select two positive numbers d; and do for which the system under consid-
eration is approximately controllable at any time 7" > 0 and never null controllable (i.e.,
TO = +OO)

To the best of our knowledge, the previous result has never been extended to the context
of a coupled degenerate system of the form (.3).

Hence, as the first step in this direction, we suggest a coupled system of degenerate-
nondegenerate parabolic equations. This and other related questions are being considered
and will be addressed elsewhere.

2) Boundary control of a degenerate/singular parabolic system

Let us consider the following degenerate/singular parabolic equation:

Y — (%) — mgi_ay =0, n @,
y(t,0) = v(t), y(t,1)=0, te(0,T), (:5)
y(0,2) = yo(x), in (0,1),

where yo € L*(0,1) is the initial data, 0 < a < 1 and A < (1 — a)?/4 are two real parameters.
In [36], Biccari et al. analyzed the null controllability of the degenerate/singular parabolic
equation (.5) when a scalar control force acts at the degenerate point x = 0. Through the
classical moment method, the authors show that this equation is null-controllable. They also
provide suitable estimates for the control cost.
Following [88], since we have explicit knowledge of the spectrum of the operator —(x%y; ), —

——Y, we believe that the moment method could also be used for analyzing boundary control-
x

lability for a coupled system of two degenerate/singular parabolic equations.

3) Control of a degenerate/singular system involving first-order terms

As in [108], we believe that the results found in Chapter 3 could be extended to more general
cascade systems by introducing first-order coupling terms. However, the employment of a weight
function for the Carleman inequality for the degenerate/singular part and a classical weight for
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the classical parabolic equation is not of use in this situation. We think that the weight function
introduced in [60] (see also [92]) could be used for analyzing controllability properties of a
degenerate/singular system involving coupling terms of first-order.

4) Bilinear control

The focus of this thesis was the controllability of degenerate systems via boundary, pointwise
and interior locally distributed controls that enter the model as an additive term describing the
effect of some external forces on the process at hand. However this is not always realistic to act
on the system in such a way. In the spirit of the works [94, 122, 157], it would be interesting to
study the problem of bilinear or multiplicative controllability for this class of systems.

5) On the minimal time of pointwise null controllability

In Chapter 6, we have shown that system (6.1.1) is null controllable if and only if the control
time T' is greater than a minimal time T'(b, ) € [0,4o00]. However, we do not know, if for a
given T* € [0, 400], one can find some a € (0,2) and b € (0,1) satisfying (6.3.5) and so that
T(b,) = T*. We point out that, this problem was completely solved for the peculiar case a = 0
(i.e. the nondegenerate heat equation) (see [16, 77]). In particular, it has been proved that:
for any T™ € [0, 400], there exists b € (0,1) satisfying b ¢ Sy, := QN [0,1] such that

T(b,0) = T*.

In fact, the authors proved that the minimal time 7'(b, 0) strongly depends on the Diophantine
approximation properties of the irrational number b. The situation is completely different in the
case where 0 < o < 2, since in this framework the set

S = {(Z=4) ns k21

JVomn

may contain booth rational and irrational numbers and then the approach used in the previous
papers is not suitable anymore. Therefore, the extension of such a result to the degenerate
setting requires new ideas and more investigation on the theory of zeros of Bessel functions.

6) Memory-type null controllability

We recall that, in the context of the parabolic equation without memory, once there exists a
control function acting on a control region w C (0, 1) that drives the system from an initial state
Yo to the equilibrium at time ¢t = T, i.e., y(T,-) = 0, we can stop controlling, by setting v = 0
for t > T, and the underlying system naturally stays at rest for all ¢ > T, i.e.,

y(t,-) =0, Vit >T.

Unfortunately, this is not the case for the parabolic equation with memory like (4.1.1). Indeed,
T

due to the effect of the accumulated memory at time ¢t = T, i.e., /b(T, s,-)y(s, ) ds, the null

state of this system at T' cannot be kept for ¢ > T in the absence o(% control function.

Hence, it could be of interest to consider a more general concept of null controllability for a
system of type (4.1.1). In particular, we look for a control function that drives both the state
and the memory term to 0 at time ¢t =T

This problem has been addressed by S. Ivanov and L. Pandolfi in [118] for the parabolic
equation with memory and through a distributed control:

t
- / bt — $)ya(s)ds + Lou,  (t,2) € Q.
0
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In [118], it is proved that this system cannot be controlled to rest for large classes of memory
kernels and controls. In fact, the presence of the memory terms makes the controllability of this
system to be impossible if the control is located in a fixed subset w.

On the other hand, to obtain controllability result as explained in [66] and [67], the support
of the control function needs to move to cover the domain where the equation evolves in the
control time horizon. We refer to [66] where this problem is discussed in the context of the heat
equation. The extension to the degenerate problem is the subject of future work.

7) Other inverse problems

In this thesis, we have addressed an inverse problem that consists of the identification of source
terms. However, other types of inverse problems could be considered. For instance, in the con-
text of the uniformly parabolic equation, the inverse problem concerning the identification of the
initial conditions has been established in [148], whereas [74] provide a simultaneous reconstruc-
tion of one coupling terms and initial conditions from a single local observation of the solution
of a coupled system of two parabolic equations. In the context of degenerate systems, only a
few results are known. For instance, J. Tort [154] established the inverse problem of retrieving
the diffusive constant in a degenerate parabolic equation.

Therefore, the extension of all the previous results to the context of degenerate or degener-
ate/singular scalar and coupled parabolic systems become, in our opinion, is a very interesting
issue.

Finally, it would certainly be interesting to establish numerical reconstruction problems like
the one considered in [131] in the context of the uniformly parabolic equation. See also [68], where
the authors introduce a non-iterative method for recovering the space-dependent source and the
initial data simultaneously in a parabolic equation from two over-specified measurements. The
first attempts in the degenerate setting can be found in [8, 20, 21].
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