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Abstract

With the advent of high-dimensional data, typically many features are irrelevant,
redundant and noisy for a given learning task, having harmful consequences in
terms of performance and/or computational cost. Moreover, a large number of
features requires a large amount of memory or storage space. Therefore, reduc-
ing the dimensionality of data has become indispensable in real world scenarios
to successfully build simpler and accurate models, improving data-mining per-
formance and enhancing the interpretability of models. Feature selection is one
of the most fundamental dimensionality reduction techniques in many areas in-
cluding: text classification, image recognition, microarrays and bioinformatics. It
can be defined as the process of identifying and selecting the relevant features
and removing the irrelevant and noisy ones, with the goal of obtaining a small
subset (lower dimensionality) of features that describes properly a given problem
maintaining or even improving the performance.

This thesis work fall within the framework of dimensionality reduction especially,
it is devoted to feature selection research and its application to real high dimen-
sional data where several specific challenges are addressed. The first part of this
work presents an in-depth analysis of feature selection procedure and provides
a critical review of its state-of-the-art methods and categorization so as to sup-
plement insights and recommendations to help researchers and enlighten read-
ers. Moreover, we have provided some guidelines for efficient performing FS. We
also apply some well-know feature selection methods on several benchmarking
datasets to demonstrate the applicability of feature selection techniques and to
expose their merits and demerits. After performing an in-depth analysis of exist-
ing feature selection methods, the second part of this thesis focused on proposing
novel feature selection techniques aiming to solve some of the problems detected
in the field.

The first proposal is a hybrid filter-wrapper feature selection method based on
pairwise features evaluation. It benefits from the filters’ simplicity as well as the
high performance of wrappers. The second proposal is relying on graph repre-
sentation where each node corresponds to each feature, and the pairwise score
between two features is used as the weight of the edge between two nodes. Since
the stability of feature selection algorithm is an overlooked problem, the third
proposed algorithm consists of using ensemble technique to ensure the stability
of feature selection. Sometimes random forest (RF) model over-fits on noisy fea-
tures which lead to choosing the noisy features as the informative variables and
eliminating the significant ones. To address this problem, we have proposed a
new variant of RF that provides unbiased variable selection where a noisy feature
trick is used. Then, the best subset of features is selected out of the best-ranked
feature regarding the Gini impurity of this new variant of RF.
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Finally, in the fifth contribution, we have developed a new reinforcement
learning-based approach for feature selection. This latter acts like an agent that
traverses the feature space to continuously learn and explore rules (sub-sets) to
properly select the best performing features.

Our proposals are evaluated and assessed on a common experimental design that
considers large standard and well-known datasets for feature selection which are
publicly available on UCI repository and kaggle platform. The experimental re-
sults support the validity of our contributions.

Keywords:Machine learning, Data Mining, Dimension Reduction, Feature Selec-
tion, High Dimensional Data



Résumé

Avec la croissance rapide des données de grande dimension, de nombreuses attri-
buts sont généralement non pertinentes, redondantes et bruyantes pour une tache
d’apprentissage donnée, ce qui a des conséquences néfastes en termes de perfor-
mances et / ou de cofit de calcul. De plus, un grand nombre d’attributs nécessite
une grande quantité de mémoire ou d’espace de stockage. Par conséquent, la ré-
duction de la dimensionnalité des données est devenue indispensable dans les
scénarios du monde réel pour réussir a construire des modeles plus simples et
précis, a améliorer les performances d’exploration de données et a améliorer 1'in-
terprétabilité des modeles. La sélection de caractéristiques est 'une des techniques
de réduction de dimensionnalité les plus fondamentales dans de nombreux do-
maines, notamment : la classification de texte, la reconnaissance d’images, les
puces a ADN et la bio-informatique. Il peut étre défini comme le processus d’iden-
tification et de sélection des caractéristiques pertinentes et de suppression de
celles qui ne sont pas pertinentes et bruyantes, dans le but d’obtenir un petit sous-
ensemble (dimensionnalité inférieure) de caractéristiques qui décrit correctement
un probleme donné en maintenant ou méme en améliorant les performances.

Ce travail de these s’inscrit dans le cadre de la réduction de la dimensionnalité
en particulier, il est consacré a la recherche de sélection des attributs fonctionnels
et a son application a des données réelles de haute dimension ot plusieurs défis
spécifiques sont abordés. La premiére partie de ce travail présente une analyse
approfondie de la procédure de sélection des fonctionnalités et fournit un exa-
men critique de ses méthodes de pointe et de sa catégorisation afin de fournir
aux lecteurs et aux chercheurs une vision claire, des recommandations pertinente
et quelques lignes directrices pour une sélection d’attributs efficace. La deuxiéme
partie de cette thése est consacrée a la proposition de nouvelles techniques de sé-
lection de fonctionnalités visant a résoudre certains des problemes détectés sur
le terrain. Dans ce stade, nous avons proposé cinq contributions différentes pour
améliorer la sélection des attributs dans les grandes dimensions. Les expérimen-
tations menées prouvent que les résultats sont prometteurs.

La premiere proposition est une méthode de sélection de caractéristiques d’enve-
loppe de filtre hybride basée sur I'évaluation de caractéristiques par paires. Il bé-
néficie de la simplicité des filtres ainsi que de la haute performance des méthodes
wrappers. La deuxieme proposition repose sur une représentation graphique ot
chaque noeud correspond a chaque caractéristique, et le score par paire entre deux
caractéristiques est utilisé comme poids de l'aréte entre deux nceuds. Puisque la
stabilité de 1’algorithme de sélection de caractéristiques est un probleme souvent
négligé dans la littérature, le troisieme algorithme proposé consiste a utiliser une
technique d’ensemble pour assurer la stabilité de la sélection de caractéristiques.
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Parfois, le modéle de forét aléatoire (RF) surajuste les caractéristiques bruyantes,
ce qui conduit a choisir les caractéristiques bruyantes comme variables informa-
tives et a éliminer les plus significatives. Pour résoudre ce probleme, nous avons
proposé une nouvelle variante de RF qui fournit une sélection de variables non
biaisée ou une astuce de fonctionnalité bruyante est utilisée. Ensuite, le meilleur
sous-ensemble de caractéristiques est sélectionné parmi les caractéristiques les
mieux classées en ce qui concerne 1'impureté Gini de cette nouvelle variante de
RE. Enfin, dans la cinquiéme contribution, nous avons développé une nouvelle
approche basée sur I'apprentissage par renforcement pour la sélection de caracté-
ristiques. Ce dernier agit comme un agent qui parcourt 1’espace des fonctionna-
lités pour apprendre et explorer en permanence des regles (sous-ensembles) afin
de sélectionner correctement les fonctionnalités les plus performantes.

Nos propositions sont évaluées sur une configuration expérimentale de référence
qui prend en compte de grands ensembles de données standard et largement uti-
lisé pour la sélection des attributs qui sont accessibles au public sur le référentiel
UCI et la plate-forme kaggle. Les résultats expérimentaux confirment la validité
de nos contributions.

Mots clés : Apprentissage Automatique,Fouille de Données, Réduction de Di-
mension, Sélection des Attributs, Réduction de Dimension, Données de Grande
Dimension
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"Predicting the future isn't magic, it's artificial intelligence.”

Dave Waters.
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Context and Motivation

With the rapid growth of modern technologies in the last two decades, the world
has become increasingly more instrumented, interconnected, and intelligent. The
limitless number of computer and Internet applications has caused an exponential
increase in the amount of generated data in a variety of domains. In domains such
as social media, healthcare, marketing and bioinformatics, the data provided may
not only be huge in terms of the data samples (instances or examples), but also in
terms of feature (characteristics) dimensionality. Therefore, the use of data min-
ing and machine learning tools becomes a mandatory for automatically extracting
knowledge, insights and identifying hidden patterns from data (Knowledge dis-

covery in database KDD).
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Figure 1 — The main steps of Knowledge discovery in database process.

Pattern recognition is the process of recognizing patterns using machine learning
algorithms. It can be defined as the classification of data based on the knowledge
extracted from patterns. Pattern recognition has a strong applied aspect in many
domains such as text classification, face recognition, spam email identification,
medicine, recognition tasks in biology, economics, astronomy, etc. A pattern is
a vector of many observations (features) and characteristics of a different type.
Since the volume and complexity of data are in a continuous growth, the massive
amount of data has bombarded machine learning researchers with a plethora of
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unprecedented challenges; making the learning task more complex and compu-
tationally more demanding. Applying data mining and machine learning algo-
rithms in high-dimensional data, learning algorithms performance may degrade
due to over-fitting problem Roelofs et al. (2019); Ying (2019). Given the existence
of a large number of features, machine learning models become intricately com-
plicated to interpret as their complexity increases leading to a less generalization
ability.

Data mining can take advantage of dimensionality reduction tools, which is a
major step of data pre-processing, to reduce the high dimensionality of data Li
et al. (2017). Dimensionality reduction can be categorized into feature extraction
and feature selection (see figure 2) Mitra et al. (2002); Liu et al. (2004). Feature
extraction aims at transforming the original feature space to a new reduced one,
where features lose their meaning due to the transformation Guyon et al. (2008a).
In contrast to feature extraction, feature selection is the process of identifying the
relevant features and removing the irrelevant and redundant ones, intending to
obtain the best performing subset of original features without any transformation.
Thus, the constructed learning models using the selected subset of features are
more interpretable and readable Ghojogh et al. (2019). This gives preference to the
reliable applicability of feature selection as an effective alternative prioritized over
feature extraction in many real-world datasets. The main reasons for applying
feature selection are basically the following:

e The facilitation of models interpretation.

The interpretability has become an indispensible aspect of ML models in
a plenty of domains where model performance is not enough to trust the
model decisions. In the majority of real-world application, it is also nec-
essary to know why certain decision or prediction was made especially in
healthcare and financial services as well as in other strictly regulated do-
mains to leverage ML systems for high-stakes decisions that deeply impact
both human lives and society Rudin (2018), which pushes the demand for
model interpretability even further. Feature selection can perfectly enhance
model interpretability by reducing the feature space which may help us vi-
sualize, understand and see what might be affecting a model to take specific
decisions.

e The reduction of resources requirement (short training time, small storage
capacity, etc.).
Feeding algorithms with smaller feature subsets generally leads to a fast
execution and less storage capacity.

e Avoiding the curse of dimensionality.

One of the fundamental motivations for feature selection is the curse of
dimensionality especially when dealing with small sample size and large
number of feature situations. Reducing feature space massively helps to
provide better classification accuracy due to finite sample size effects Jain
and Chandrasekaran (1982).

e Avoiding over-fitting problem, automatically leading to a better model
generalization.
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Reducing the amount of redundant/noisy data leads automatically to re-
duce the opportunity to make decisions based on noise. Thus, the over-
fitting problem is minimized.

e Improving accuracy: less noise in data which means an improved model-
ing accuracy.
Too much data is not always good for machine learning algorithms. The
presence of noisy and uninformative features can deteriorate the perfor-
mance of learning algorithms. Therefore, eliminating the useless feature
tirst, can improve accuracy.

Feature selection Feature extraction
§ —=>—X _ & —> _
—> gl —> fl (gl’ ) E.m) —> gl
+ . .
—> —> >
—_—l X B — B
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a) b)

Figure 2 — Feature selection VS Feature extraction

Feature selection is an active research filed in machine learning as it is an im-
portant pre-processing, finding success in different real problem applications.
In general, feature selection algorithms are categorized into supervised, Semi-
supervised and Unsupervised feature selection according to the availability of
label information. Supervised feature selection methods usually come in three
flavors: Filter, Wrapper and Embedded approach.

Filter Methods relies on the relationship between features and the class label (such
as distance, dependency, correlation, etc.) to assess the importance of features.
This category is a pre-processing step, which is independent from the induction
algorithm. Filters are known by their ease of use and low computational cost. On
the contrary, Wrapper approach generates models with subsets of features. Then,
it uses prediction performance as a criterion function to lead the search for the
best feature subset. This approach takes into account the interactions between fea-
tures. Generally, Wrappers achieve better performance than some Filter methods.
Embedded approach performs feature selection by implication while simultane-
ously constructing models, which makes them less costly in terms of execution
time than wrappers.
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The wrapper approach has been mostly avoided in the literature Canedo and
Marono (2014) due to its high computational cost. As the number of features
increases, the feature subset space grows exponentially. The presence of ten thou-
sands of features is a critical aspect. Besides, wrapper methods are more likely
to over-fit, especially to small size datasets. As a result, the tendency is to focus
on new alternatives such as hybrid or ensemble methods where hybrid approach
tries to combine both filter and wrapper approaches while ensemble approach re-
lies on ensemble techniques and its relation with feature selection. For this reason,
the contributions of this thesis work fall into embedded, hybrid and ensemble cat-
egory.

Our first proposal is related to hybrid approach. A filtering stage is introduced
prior to feature selection. Then, a pairwise feature selection evaluation is per-
formed to improve the performance of the classifier and to tackle the redun-
dancy problem. Despite the fast execution and the ability of handling redundancy
dilemma, the proposed pairwise method can not capture the third or higher or-
der interactions that may exist between features Hindawi (2013). This problem is
related to how to represent the feature space while preserving the maximum ex-
isting underlying interactions of higher order. This has motivated us to use Graph
theory, which is an important tool for analyzing data with structure dependency.
Two methods are developed in this thesis relying on graph structure. Each node of
the graph corresponds to one feature, and each edge has a weight corresponding
to the interaction information among features connected by that edge.

An overlooked problem is the stability of feature selection algorithms. Stabil-
ity selection can be seen as the consistency of a given selector to yield a consis-
tent feature subset when data instances are perturbed by adding/removing some
training samples Haury et al. (2011); Dunne et al. (2002); Somol and Novovi¢ova
(2010); Yang and Mao (2010); Bolén-Canedo and Alonso-Betanzos (2019). If the
algorithm produces a different subset for any perturbations in the training data,
then the algorithm becomes unreliable for feature selection. For this reason, we
adopted ensemble technique which is another interesting line of research in classi-
fication. Based on the proverb:“Two heads are better than one”, which means that
a set of experts is better than a single expert, we have propose two ensemble fea-
ture selection methods for the sake of enhancing the stability selection, therefore,
producing accurate, reliable and more stable selectors.

In fact, the large number of features always hides complex and hard underlying
interactions to reveal. Therefore, we have solved the feature selection problem us-
ing Reinforcement Learning paradigm as can be used to learn effective policies for
complex tasks intending to identify the best performing subset. We have formu-
lated the feature space (state space) as a Markov Decision Process (MDP) where
the state space is controlled using a decision tree branches.

To better understand the structure and the main contributions of this thesis work,
the following chart 3 summarizes and illustrates the serious problems and issues
detected in the feature selection literature as well as the proposed contributions.
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Figure 3 — An overview of the main feature selection issues VS the proposed contributions
of the thesis.

Research Goals

The aim of this thesis work is to propose new methods in Feature Selection do-
mains so as to find and identify optimal feature subset that accurately classifies
and distinguishes between instances of different classes (enhance classification
ability). This automatically enables learning algorithms to operate more effec-
tively and rapidly. A typical Feature Selection system can be seen as the combina-
tion of many components, including subset generation, subset evaluation, stop-
ping criteria and subset validation, which has to deal with the aforementioned
specific challenges (redundancy, irrelevance, noise, high dimensional data, etc).

We consider that the improvement of such fundamental aspects of the usefulness
of feature selection algorithm has to take into account the problems lying in each
of the aforementioned components. It is a matter of proposing, designing, and
evaluating a FS system which is able to automatically detect and select relevant
variables only and discard irrelevant, noisy and redundant ones. To achieve this
purpose, we have pursued the following research goals:

e Research Goal 1: is the proposal of hybrid feature selection methods for
supervised classification tasks. The suggested system makes use of both the
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rapidity and the exploitation of filters” simplicity as well as the qualitative
performance of wrappers.

e Research Goal 2: is the proposal a stable feature selection system based on

ensemble technique so as to yield stable results that are able to deal with
different changes and alterations that may exists happen in data instances
or/and attributes.

e Research Goal 3: is the proposal of sophisticated method meant to solve

feature selection problem even in extreme cases where huge and complex
interactions may exists in large datasets.

Contributions of the thesis

This thesis focuses mainly on feature selection research and its application in high
dimensional classification datasets. The main contributions of this thesis, which
are meant to study the aforesaid challenging problems and achieve the above
noted research goals by developing new systems for feature selection, are briefly
mentioned in the figure 4, and they are sequentially stated in the following list:

Coe

—_——— e — = — — —_—_——— e — = = — — —

Figure 4 — Organization of the thesis.

. Organizing the state-of-the-art of feature selection in order to provide a clear
overview for the reader.

2. Providing a critical and empirical analysis of existing feature selection al-

gorithms so as to supplement insights and recommendations to help re-
searchers and enlighten readers.

. Proposing new feature selection algorithms, which should be able to reduce
the dimensionality of a given problem while maintaining or even increasing
the performance of learning algorithms.

4. Creating a launching ground for the comparison of feature selection meth-

ods.



General Introduction 8

In this thesis, a stressed emphasis is placed on supervised feature selection and
its main objectives which are separately detailed and instantiated in the following
key-insights:

Analyzing the state of the art of feature selection methods.

We will organize the state of the art of feature selection with the purpose of con-
structing a clearly informative and holistic overview that can serve the reader. In
addition, we will provide a critical review of the most popular feature selection
methods by empirically evaluating their performance using several benchmark-
ing datasets so that we can expose their advantages and drawbacks as well as their
applicability. In addition, we will entirely overview feature selection technique.

Developing new feature selection methods

This second part of the thesis is devoted to propose novel feature selection meth-
ods that are efficient enough to identify and select the best subset of feature in high
dimensional datasets. Five fundamental feature selection methods are proposed.

The first contribution is an intermixed patchwork of filter-wrapper feature se-
lection methods based on pairwise features evaluation named FP-S. Akhiat et al.
(2017). The intermingled combination of feature selection suggested approaches
benefits from the rapidity and the exploitation of filters” simplicity as well as the
qualitative performance of wrappers.

The second contribution relies on graphs to represent features (variables). The
central idea of this method is that the best features correspond to those nodes with
the highest degree Akhiat et al. (2021a). A modularity function is applied to clus-
ter the whole graph into communities and the best subset of features is selected
among the best detected communities. This proposal shows its effectiveness in
selecting the proper features compared with FS state of the art.

The third contribution consists of training different models using different clas-
sification algorithms Akhiat et al. (2019). Each model is trained using just one
feature at a time. The set of all models represents our generated diverse library
of models. Since each model corresponds to exactly one feature, the subset of
selected models corresponds to the subset of optimal features.

The fourth contribution of this thesis work is the developpemnt of a new variant
of random forest classifier which is named Noisy Random Forest NRF Akhiat
et al. (2021c). The NRF provides unbiased variable selection where a noisy feature
technique is used to address the baised RF selector. First, we add a noisy feature
to each dataset. Second, the noisy feature plays the role of a stopping criterion.
If the noisy feature is selected as the best splitting feature over other candidate
ones, then we stop the creation process because at this level, the model starts to
over-fit on the noisy features. Finally, the best subset of features is selected out of
the best-ranked feature according to the Gini impurity of this NRF.

Beyond the traditional view of feature selection formalization, the fifth contribu-
tion is inspired by the reinforcement learning approach where feature selection
can be performed in a specially exceptional way. Feature selection can be seen
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as a Markov decision process where a state represents each feature subset. The
decision tree branch structure is used to represent each state and demonstrate the
transition that occurs between them. Alongside the exploration of the state space,
our system exploits the pre-gathered experiences using the proposed transition
similarity measure (TSM). This system moves through the available state space
and tries to discover new rules, gathers experiences and exploits what it has al-
ready experienced to find the best features subset.

Introducing a critical framework of feature selection methods comparison.

The first mind-boggling question facing practitioners or researchers once they em-
bark on evaluating and performing feature selection methods is the following:
what are the aspects we would like to check and evaluate in a given dataset? In
this thesis, we decided to evaluate feature selection methods with the regard to
the following aspects: 1) Area under the Curve (AUC) metric. 2) Stability of the
selected subset. 3) The size of feature subset. 4) Relevance of the selected features.

Structure

Thesis chapters are organized in a ladder-like manner which is characterized by
a logical interconnection and cohesive smoothness of the mainly existing and the
newly proposed feature selection methods offering the reader an inclusive-whole
glimpse of the quintessential key-points being highlighted in this thesis.

e The chapter 1 introduces, motivates and surfaces feature selection prob-
lem. It also presents the main definitions and concepts that are indispens-
able to dive deep into feature selection details and to understand well the
quintessential thesis that forms the central infrastructure of our research
topic. In addition, the whole feature selection procedure is deconstructed
and explained. First, it starts by shedding light on outstanding problem-
atic challenges caused by the massive amount of data generated through
many resources. Second, this chapter formalizes the feature selection prob-
lem in supervised tasks so as to provide readers and researchers with a basic
springboard and preliminary groundwork as initial blueprints for the fea-
ture selection field.

e the chapter 2 is dedicated to review the coverage of the most popular works
that are developed and introduced in the sphere of feature selection, and
investigate their performances through assessing their strengths and weak-
nesses. More succinctly, this chapter provides an insightful analysis that
covers different feature selection methods in order to provide some insights
and recommendations to readers and researchers.

e The chapter 3 focuses mainly on the properties of the evaluation method-
ology commonly applied in feature selection. First, the evaluation method-
ology is well presented and discussed. Then, the real-world datasets em-
ployed to assess the performance of feature selection methods are described.
In addition, the wiedly used evaluation metrics and techniques have been
listed and discussed.
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e The chapter 4, 5, 6 and 7 focuse mainly on developing and proposing new
feature selection frameworks and methods. Five feature selection methods
are proposed in this thesis which are:

1. In chapter 4, two novel feature selection methods are presented. The
first proposal is a hybrid filter-wrapper approach. It selects the best
features relying on a pairwise feature evaluation. In the second con-
tribution, a graph based representation for feature selection method
is proposed and discussed in this chapter. The reason behind the in-
corporation of a graph structure in feature selection is that graphs are
inclusively holistic and powerful means of data representation that en-
able us to schematize complex real-world phenomena considering each
feature as a node embedded within the graph. The best feature subset
generated by this proposed method is represented by the nodes with a
highest fitness value.

2. Since the ensemble method is a machine learning technique that com-
bines several weak models to reduce variance and improve prediction
performance, in chapter 5, we propose an ensemble feature selection
method which produces more stable results than a single selector. First,
for each feature, we train a different model using different classifiers
and different parameter settings. The set of models represents our di-
verse library. Second, we use a selection with replacement technique
to find the optimal subset of models that when averaged together yield
excellent performance and stable subsets.

3. The chapter 6 describes in details the new variant of RF algorithm we
propose for feature selection. We first add a noisy feature to each used
datasets as a generated feature. Second, the noisy feature is used as
a stopping criterion during the construction of the new RF. Once the
noisy feature is selected as the best splitting variable over other can-
didates, we stop the splitting process because, at this level, the model
starts to over-fit on the generated noisy feature. Finally, the best subset
of features is selected out of the best-ranked feature regarding the Gini
impurity of the new developed RF version. The obtained results con-
firm that our algorithm provides unbiased and reliable selector com-
pared with RFE.

4. Beyond the traditional formalization of the feature selection problem,
we proposed a feature selection system in chapter 7 which is informed
by the reinforcement learning and Markov decision process as a point
of departure to embark on a new feature selection method. Each subset
of features can be seen as a state, which is represented by a decision tree
branches.

e Conclusion and Future Work: As to the last chapter, we conclude the thesis
by summarizing the main concepts, topics, findings, and the attained re-
sults. Moreover, we suggest some recommendations for researchers as well
as providing some perspectives in relation to feature selection.

e Publications of the Author: This section lists the publications of the author
produced during the preparation of this dissertation.
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Feature Selection: Definitions and
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This first chapter presents an introduction to feature selection (FS) and its im-
portance in machine learning area. Moreover, it describes the main definitions,
terminologies and concepts that are mandatory before sinking deep into details.

1.1 Introduction

With the rapid development of novel technologies and applications, an immense
amount of data is accumulated and generated from many resources and domains
such as social media, bioinformatics, marketing, internet of things and biometrics
etc (see figure 1.1). The accumulated data may not only be of high-dimensional in
terms of data instances (samples), but also in terms of features (variables) which
bring many challenges to machine learning algorithms. Therefore, a variety of
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machine learning and data mining algorithms fail to scale on large size real-world
problems. In the literature, The term high-dimensionality is applied to a data that
includes one of the following aspects:

(a) The number of samples is very high
(b) The number of features is very high
(c) Both the number of samples and features are very high

(d) Refers to a dataset in which the number of features n is larger than the num-
ber of examples (instances) m, often written as n > m Minasny (2009).

(e) The number of features times the number of observations is greater than
10000. More formally: n x m > 10000 Zhao and Liu (2012).

There exists in the literature some debate about the term high-dimensionality
since some authors claim that it only refers to the feature space whereas others
use it vaguely for both features and observations. In this thesis work, a dataset
will be deemed of very high dimensionality when the aspects (b), (c), (d) or (e) are
presented in a dataset.

To efficiently manage a very high-dimensionality datasets for the sake of making
it available and automatically extract insights, knowledge and hidden patterns, it
is a necessity to apply dimensionality reduction tools and techniques.

129.5

79.5

ara volume In ze

Figure 1.1 — Volume of data generated world-wide from 2010 to 2025 in Zetabytes.
This statistics come from the Everis knowler: https://www.everisknowler.com/
data-fabric-manage-fast-growing-data

1.2 Machine learning

In 1959, Arthur Samuel defined machine learning as a “Field of study that gives
computers the ability to learn without being explicitly programmed”. In con-
trast to traditional computing where algorithms are just a collection of explicitly
programmed instructions, machine learning, as a progressive developing field,


 https://www.everisknowler.com/data-fabric-manage-fast-growing-data
 https://www.everisknowler.com/data-fabric-manage-fast-growing-data
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is meant to study algorithms and techniques that allow computers to automati-
cally “learn” from pre-gathered experiences (data) without being explicitly pro-
grammed or assisted by humans. Nowadays, any technology user has bene-
tited from machine learning. ML is used anywhere from image recognition to
speech recognition, recommendation systems, bioinformatics, social media to self-
driving cars etc. Machine learning implementations are classified into: super-
vised; unsupervised, semi-supervised and reinforcement learning according to
the nature and the availability of learning class label.

1.2.1 Supervised learning

Supervised learning is a machine learning task of modeling the relationship and
dependencies between the input features X and the target class Y. More formally,
in Supervised learning, we try to find a mapping (an inferred function) function f
between X and Y such that the output of new data can be predicted based on the
mapping function learned in the training phase: Y = f(X). Supervised learning
can be further grouped into regression and classification problems. We talk about
classification problem when the class label Y is a category and about regression
when the output Y is a real value. The popular algorithms of supervised learning
include Support Vector Machine (SVM) Safavian and Landgrebe (1991), Logistic
Regression (LR) Hosmer Jr et al. (2013), Decision Tree (DT) and Random Forest
(RF) Breiman (2001).

Figure 1.2 — Supervised learning

1.2.2 Unsupervised learning

As opposed to supervised learning, unsupervised learning algorithms are trained
on unlabeled data where only the input data X is available. The main goal of un-
supervised learning is to identify the hidden patterns within a dataset. Unsuper-
vised learning methods decide which objects should be grouped together as one
class. In other words, they learn classes by themselves. K-means Kanungo et al.
(2002) and C-means Kanungo et al. (2002), anomaly detection methods Chandola
et al. (2009) and Auto-encoder are widely used methods for unsupervised learn-
ing Ng et al. (2011).
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Figure 1.3 — Unsupervised learning

1.2.3 Semi-supervised learning

Semi-supervised learning is somewhere in between supervised and unsupervised
learning as it combines both labeled and unlabeled data during the training pro-
cess. Typically, a small amount of labeled data and a large amount of unlabeled
data Zhu and Goldberg (2009).

:Supervised learning | 'Semi-supervised Iearning: 'Unsupervised learning

| |
:-AII data point are labeled | :-Few labeled data , :-No labeled data

Figure 1.4 — The key differences between supervised, unsupervised and semi-supervised
approaches. In Supervised learning, all data instances are labeled, for unsupervised learn-
ing, the target label is not provided while semi-supervised approach, the majority of data
instances are not labeled and few of them are labeled.

1.2.4 Reinforcement learning

Reinforcement Learning (LR) Zhu and Goldberg (2009) is a type of unsupervised
learning and the data provided to the system are unlabeled. Itis a type of dynamic
programming where the system is an intelligent agent capable of taking actions
and interacting with its environment. As a result, the agent receives new state
and reward. As iterations take place, based on the reward, the agent behavior
becomes improved. Figure 1.5 describes the general overview of RL.
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Figure 1.5 — Reinforcement learning paradigm.

1.3 Dimensionality reduction

Feeding high dimensional data to machine learning models without any pre-
processing, generally leads to unsatisfactory learning performance due to the
problem known as “curse of dimensionality” Friedman et al. (2001). This criti-
cal problem refers to many phenomena that arise when data become sparse in
high dimensional spaces which may lead models to over-fit on training data Tang
et al. (2014). Therefore, finding a reduced data matrices representation that can
efficiently summarize the original ones before model induction should be consid-
ered. This latter process is known in the machine learning field as dimensionality
reduction technique. Dimensionality reduction, which is the most powerful pre-
processing tool, is divided into: feature extraction and feature selection. Both
Feature selection and extraction are essential techniques to deal with the massive
amount of data produced through many resources.

e Feature extraction: This technique achieves dimensionality reduction by
transforming the original features into a reduced space, which results in
generating a set of new features. The projection of original features could
be either linear or non-linear according to the discrimination of the data in-
stances. The generated set of features is usually characterized by its ability to
discriminate class label. In some applications such as signal processing and
information retrieval in which the most important aspect is the performance
of the model, it is preferable to apply feature extraction. Some well-known
feature extraction methods are the following: Multi-dimensional scaling Cox
and Cox (2008), Isomap Tenenbaum et al. (2000), Local linear Embedding
Roweis and Saul (2000), Principal Component Analysis Barshan et al. (2011)
and to mention but a few Khalid et al. (2014); Trier et al. (1996); Ding et al.
(2012); Preece et al. (2008); Guyon et al. (2008a).

e However, when model interpretability and simplicity are mandatory con-
cerns, Feature selection would be a great alternative (choice) because it se-
lects the most important features from the original set and removes the
redundant and irrelevant ones without any transformation. In fact, the
selected subset of features using feature selection approach maintains the
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physical meaning of the original features which can be further used to suc-
cessfully interpret the research domain Zhao and Liu (2007); Miao and Niu
(2016).

1.4 Feature selection

Feature selection or variable selection is an essential research topic in the area of
machine learning. As previously illustrated in section 1.2.1, according to the avail-
ability of the class label, feature selection can be classified into supervised Weston
et al. (2003), semi-supervised Xu et al. (2010); Li et al. (2017), and unsupervised
feature selection Dy and Brodley (2004); Mitra et al. (2002). If all instances in the
dataset are labeled (have known response variable) then, the process is called su-
pervised feature selection. If there is only an exclusive number of instances that
are labeled while others are not, in this case, it is obvious that we are referring to
semi-supervised feature selection Sheikhpour et al. (2017). If none of the data in-
stances is labeled, the process is deemed as unsupervised feature selection. Since
the majority of research papers tackling the feature selection problem are in the su-
pervised feature selection paradigm, this thesis will focus mainly on supervised
feature selection in the classification problems. In order to justify that, a litera-
ture search using the keywords "feature selection classification", "feature selection
regression", "Supervised feature selection" and "Unsupervised feature selection"
has been conducted of publications listed at Scopus during the last 10 years (from
2010 to 2020). The obtained results are presented in the figures 1.6 and 1.7 which
clearly justify that fact.

Scopus
4500

4000
3500
3000
2500
2000
1500
1000

500

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

e S REGrESSion FS Classification

Figure 1.6 — A Comparison of Published Feature Selection Studies for Classification and
Regression on Scopus.
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Figure 1.7 - A Comparison of Published Feature Selection Studies for supervised and
unsupervised category.

Feature selection (also known as subset selection or variable selection) is a pre-
processing step in machine learning meant to deal with the high dimensionality
problem. It can be defined as the process of selecting the relevant features and
removing the irrelevant, redundant and noisy ones (see Figure 1.8), intending
to obtain the best performing subset of original features without any transfor-
mation. FS is a challenging research topic for several domains, including Deep
Learning, Pattern Recognition, Machine Learning and Information retrieval. FS
can serve several purposes Chandrashekar and Sahin (2014); Yadav and Shukla
(2016); Molina et al. (2002a), such as:

e Improving the performance of machine learning algorithms
Removing noisy and irrelevant features can result in less misleading in-
stances. Thus, the model accuracy improves by implication. For example,
the predictions of instance-based algorithms Aha et al. (1991) such as K-NN
Zhang (2016), K-means Kanungo et al. (2002); Likas et al. (2003) may be dras-
tically deviated by noisy features since they rely on a small neighborhood in
the attribute space Wilson and Martinez (2000) and Maglogiannis (2007).

e Improving generalization and learning speed
Keeping the redundant and irrelevant features in datasets can lead machine
learning models to over-fitting problem Guyon and Elisseeff (2003). Remov-
ing those un-informative features first before evaluating machine learning
algorithms may increase the generalization ability of models. Moreover,
feature selection is able to reduce the dimensionality and complexity of the
predictive models which eventually help to speed up the learning process.
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Figure 1.8 — Reducing the feature space X € R°*? by selecting the most informative
features while maintaining the physical meaning of the original features. The new feature
space is X € R°*3,

e Enhancing model interpretability

Given the presence of thousand of features in real-world datasets, it is hard
to understand and interpret the modern learning algorithms after they have
been trained as they are more complex Mangal and Holm (2018).

1.5 Feature selection formalization

Feature selection problem is wide-ranging in inductive machine learning and data
mining setting and its importance is beyond doubt. Let X be the entire set of
original features, with the cardinality: |X| = n wheren € N. Let Fj, = { f; |i €
{1,2,..,n}} represents a non-empty feature subset of size k where k < n. Let
U : ' — R a variable ranking function to be optimized (discriminatory ability
of feature subset) where F' = {F,}. By convention, we assume that the more
the score yielded by V is higher, the more useful information the features can
carry. Assuming that the optimal selected subset by the evaluation functionV is
the subset S, then:

U(S) = max(V(£)) (1.1)
FS can be defined as the process of choosing the best subset of features (relevant
features) among the competing 2" candidate subsets (n is the number of features)
while maintaining or even increasing the model performance. Ideally, feature
selection should search all 2" feature subsets to find an optimal one regarding
to some evaluation functions W. This exhaustive search method cannot be even
practically applied to datasets of medium size features set (medium n). The com-
plexity of this intractable search strategy is exponential O(2") in terms of size data
Liu and Motoda (2007); Ang et al. (2015). Therefore, various heuristics search
strategy are proposed and developed to deal with this problem Liu and Motoda
(2007).
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In this thesis, the ranking function ¥ should be maximized. Regarding to the task
to be solved, Feature selection problem can be formulated with many different
ways Kudo and Sklansky (2000); Siedlecki and Sklansky (1993). The main formu-
lations of FS process can be seen under three considerations:

1. Seek the subset that yields the highest score of ¥. Mathematically: find F' C
X, such that ¥(F) is maximum where |F| =k <n.

2. Find the smallest(k << n) subset of features for which the performance does
not deteriorate below a given threshold. Mathematically: given a threshold
Uy find F' C X, where |F| is very small, such that U(F') > U,

3. Find a compromise (trade-off) between minimizing |F'|and maximizing
It is obvious that (1) is unconstrained optimization problem while (2) and (3) are

constrained by extra conditions. With these three considerations, we should keep
in mind that the optimal subset is not unique Belanche and Gonzalez (2011).

Table.1 describes more precisely the structure of datasets that have been used in
the context of supervised feature selection where a set of attributes(f1, fo, .., f»)
describes the context and a set of classes(C1, Cs, . .., C}) represents the target by a
set of features.

Table 1.1
Datasets structure for supervised feature selection.
Fl F'2 ............ FN Classe
Observation; "#11 Valueyg e e Value N 1
ObservationQ Valueo1 Valuegg ~— serees eeeees Valueo N Co
Obsel’vationm Valuem 1 Valuey,g — eeerrr e Valuey, N Cr

1.6 FS concepts and definitions

After defining the feature selection problem more formally, let’s invoke and re-
view some frequently used concepts and definitions suggested in the literature.
Usually, the set of original feature space consists of relevant, irrelevant, and re-
dundant features as shown in Figure 1.9.

It is difficult to assess the usefulness and informativeness of features since the
large number of the existing combinations of features contains diverse amount of
information that could be used for data classification. Each dataset may contain
irrelevant, relevant and redundant features. There are various definitions in the
FS literature for what it means for feature to be relevant. Generally, the feature is
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(a) relevant feature f) (b) redundant feature f, (c) irrelevant feature f;

Figure 1.9 — For example, for a binary classification task (f; is relevant; f> is redundant
given fi; f3 is irrelevant).

said to be relevant to the target concept if twiddling some instances of that feature
drastically affects the classification given by the target concept Blum and Langley
(1997). In contrast to relevant features, irrelevant features do not provide any
useful information at all. The presence of these redundant and irrelevant features
negatively affects the classification performance. In real-world datasets, many
scenarios arising which may increase the complexity of feature selection problem.
Some datasets may contain non-linear dependencies either between features or
between features and target concept Y John et al. (1994) or interacting features
that appear irrelevant individually but when collectively combined together they
may be useful to the classification problem. For further illustration, let’s consider
the well-known XOR problem. The target concept (Y) is labeled as{+, —} for
simplicity. For XOR problem, there are two features F; and F;, and the class label
Y. The class Y is zero when the two features I} and F, have the same value, and
Y is one otherwise. It is clearly that using just one feature to determine the class
is impossible. Therefore, F} and F, are irrelevant when they are used separately
and informative when combined together Blum and Langley (1997). Finally, as
a recommendation for readers, practitioners and researchers, a careful selection
should be carried out when we would like to perform feature selection especially
when interactions between features are indispensable.

1.6.1 Feature relevance

Generally, a feature is considered as relevant if it provides some information about
the target. John et al. (1994) suggested two degrees of relevance: weak relevance
and strong relevance.

Let X be the set of all features, f a single feature and F; = X — {f}. P(.) denoted
the distribution probability.

Definition 1 (Strong relevance)

A feature f is deemed to be strongly relevant if the removal of f alone from the
feature space results in performance deterioration. More formally, a feature f is
strongly relevant if:
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Figure 1.10 - XOR problem, a) is the XOR table of truth. b) € denotes the XOR. c) Scatter
plot of XOR data into two-dimension subspace

P(C|f U F) # P(C|F)VF, C X (12)

Definition 2 (Weak relevance)

A feature f is weakly relevant if it is not strongly relevant, and there exist a subset
of features S where the performance using S U f is better than using just f . More
formally, a feature [ is weakly relevant if :

P(C|f UFE) = P(C|F),and 35 € F,, such thatP(C|f U S) £ P(C|S)  (1.3)

Definition 3 (Irrelevance)

A feature f is considered irrelevant if it is not weakly relevant and not strongly
relevant, Otherwise it is deemed irrelevant. This means that the removal of the ir-
relevant feature does not result in any performance deterioration. More formally,
a feature F; is irrelevant if:

VS c F;P(C|fUS) = P(C|S) (1.4)

1.6.2 Feature redundancy

According to Yu and Liu (2004a), feature redundancy notions are normally in
terms of feature correlation. It is commonly accepted that if two features are cor-
related then, they might be seen as redundant. Nevertheless, the feature redun-
dancy relies on the metric used for correlation evaluation (i.e. linear, non-linear
correlation) and also, on their respective dependency to the target outcome. As
opposed to the several studies that consider the correlation as a sufficient metric
for redundancy detection Guyon et al. (2008a) , the recent ones put more empha-
sis on both feature correlation and class dependency Estévez et al. (2009) which is
linked to Markov Blankets Koller and Sahami (1996).
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Definition 4 (Markov blanket)

In machine learning, usually a subset of features is enough to derive and infer
random feature or variable with a set of variables. The subset that contains all
useful information is called "Markov blanket" Kyburg Jr (1991). More formally,
given a feature f € F, let M C F, such that f ¢ M, the feature subset M is said to
be a Markov blanket for f; if:

P(FAM{f}, (ClfUM)) = P(F\M{f},C|M) (1.5)

Definition 5 (Redundant)

Let F be the current set of features, a feature is redundant and hence, it should
be removed from F if it is weakly relevant and has a Markov blanket M within
E. According to Yu and Liu (2004b), the whole feature set F could be partitioned
into four distinct parts as follows: I) Weakly relevant and redundant features. II)
Irrelevant features. III) Weakly relevant but non-redundant. IV) Strongly rele-
vant features. The Figure 1.11 gives an overview of the feature selection and the
relationship between feature relevance and feature redundancy.

= |: Weakly relevant and
redundant features

u |I: Irrelevant features.

w llIl: Weakly relevant but non-
redundant features.

IV: Strongly relevant features

Figure 1.11 — Overview of feature relevance and feature redundancy.

An optimal subset of feature should contain the strongly relevant features, a sub-
set of weakly relevant and none of irrelevant features (III+IV: optimal subset see
1.11).

1.6.3 Feature interactions

In the literature, it has been shown that identifying the relevance of features
separately without taking into account the interaction among them may not be
that hard. However, the individually irrelevant features may become weakly or
strongly relevant when interacted and combined with other features which makes
features removal a very challenging task (see the XOR example in 1.10). In Lavra¢
et al. (2003), Jakulin and Bratko proposed the interactions among subsets of re-
tained features. Indeed, a feature might drop its relevance due to the absence of
interacting features.
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1.7 Feature selection process

Generally, feature selection process consists of two phases, search and validation.
The search phase can be divided into three steps. In this section, we describe in
detail the four main steps (subset generation, subset evaluation, stopping criterion
and validation) as shown in Figure 1.12.

. Phase 1 :
rF- - - - - = = F— - = = = ==
| Original feature set! . |Candidate subset |
““““ >-| Subset generation ———— >1 Subset evaluation
A
(Gostress orsibsel)
S -
cNoj, Stoping
criterion
1 Yes |
o _ _
| Optimal subset |
. Phase 2 Y
P = ===
S -~ Subset wehicvedy
S - - —
validation lp_erf_or_mgnge_f

Figure 1.12 — Feature selection process.

1.7.1 Phase 1: search
1.7.1.1 Subset generation

Subset generation is an important process of heuristic search, where each state in
the search space represents a candidate subset for evaluation. At the beginning
of the process, the full original feature space is required as input of the feature
selection process, and as a result, the FS procedure produces the best feature sub-
set as well as its performance attainability. Moreover, the nature of this process is
determined by two basic points: first, one must decide the starting search strat-
egy. Various starting search strategies are proposed in the literature. The search
may start with an empty subset and successively adds features (forward), a full
subset and successively removes features (backward), a randomly selected sub-
set or simultaneously adds or removes features (stepwise or bidirectional). The
search starting point is very important as it largely influences the search direction.
Second, one must decide which search strategy they should follow. For datasets
with n features, 2" possible feature subsets which make the space search exponen-
tially intractable for evaluating all subsets (exhaustive search) even for datasets of
medium size (Moderate n). Various search strategies have been introduced such
as: complete search (exhaustive), sequential search and random search.

e Complete search The complete space exploration, which grows combina-
torially, is the only way that guarantees the selection of the optimal sub-
set with the regard to a given criterion function. Since the complexity of
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the complete search is O(2), the search should not be exhausted and some
heuristic search method should be used . Branch and bound is a more realis-
tic search strategy introduced in Narendra and Fukunaga (1977). It identifies
the optimal feature subset only if the used criterion function is monotonic.
Moreover, if the number of features is more than 30, the search becomes
infeasible and intractable Ang et al. (2015).

e Sequential search

An exhaustive search examines and evaluates every subset in the search
space; however, a large amount of computation is required. Many fast al-
gorithms have thus been proposed to reduce the required computation at
the price of slightly dropped performance, such as sequential forward se-
lection, sequential backward elimination and stepwise selection. Moreover,
in the sequential search, the optimal subset is not guaranteed but its algo-
rithms are simple to implement and fast in producing results as the order of
the search space is usually O(N?) or less.

e Random search
The idea underlying this type of search is to use its randomness which helps
to escape local optima in the search space Belanche and Gonzalez (2011)
that many algorithms might get stuck in (for example greedy hill-climbing
Caruana and Freitag (1994)).

1.7.1.2 Subset evaluation

Each generated subset in the previous step needs to be evaluated using a criterion
function. Various evaluation criteria are used to assess the effectiveness of the
generated subset. Therefore, an optimal subset selected by one criterion would
not be necessarily an optimal one selected by some other evaluation criteria. The
widely used evaluation criteria can be categorized according to the dependency
on algorithms into independent and dependent criteria. The independent criteria
are usually used for filter methods. They evaluate the excellency of the generated
subset relying on some intrinsic characteristics of the data without involving any
algorithm. There is an eclectic variety of independent criteria among of which are
these prominent ones: distance measures, information measures and consistency
measures, to mention but a few Aha et al. (1991). As opposed to independent
criteria, dependent criteria rely on the performance of learning algorithms to de-
termine which feature should be kept and which one should be discarded.

1.7.1.3 Stopping criteria

A stopping criterion is a deciding stage used to stop the feature selection process.
The mostly predominant and widely employed stopping criteria are the follow-

mg:

a) The search completes.

b) Some given conditions are satisfied (minimum number of features or maxi-
mum number of iterations).

c) Addition (or deletion) of any feature does not produce a better subset.

d) A sufficiently good subset is identified.
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1.7.2 Phase 2: Validation(Subset validation)

The robustness and the stability of the best selected subset from the first phase are
assessed in the second phase. This latter is usually separated from the first phase
(search process) to decrease the risk of a non biased selection process. Generally,
when the prior-knowledge is available (irrelevant and relevant features in syn-
thetic datasets), the best selected subset is evaluated on it because the irrelevant
and relevant features are known beforehand. In real-world datasets such informa-
tion is not always available. Therefore, we have to rely on some indirect methods
by controlling the change of mining algorithms” performance with regard to the
change of features.

1.8 Summary of the Chapter

Through this chapter, we have presented the main definitions and concepts that
are indispensable and mandatory to dive deep into feature selection details and to
understand well the quintessential thesis that forms the central infrastructure of
our research topic. Moreover, a general procedure of feature selection is thor-
oughly detailed and foregrounded to the forefront. In the first part, we have
started by shedding light on outstanding problematic challenges engendered by
the massive amount of data generated through many resources. Then, as a prac-
tical alternative, we have tackled the serviceability of the dimensionality reduc-
tion tools which are generally categorized into: Feature selection and feature
extraction. As our main focus is on feature selection category, we have briefly
overviewed the widely known feature extraction methods. On the other side,
we have formalized the feature selection problem in supervised context by de-
constructing and detailing the important definitions and concepts as well as the
whole feature selection framework providing readers and researchers with a ba-
sic springboard and preliminary groundwork as initial blueprints for the feature
selection field.

In the next chapter 2, we will discuss and describe the categorization of feature
selection methods (Filter, Wrapper and Embedded) and we will provide a critical
analysis and comparison of each category (advantages and disadvantages). More-
over, a pseudo-code of the most popular methods will be provided. In addition,
empirical comparisons are conducted to assess and evaluate the performance of
nine FS methods and their applicability as well. Finally, guidelines for applying
features selection are cited and discussed.
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“Too much data is not always good for
machine learning algorithms. Sometimes
too much data could be misleading.

Yassine Akhiat.
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While the first Chapter 1 is dedicated to cast light on the most important defini-
tions, concepts, terminologies and feature selection, chapter 2 reviews the most
popular feature selection methods in the literature by empirically evaluating, crit-
ically analyzing and empirically assessing their performance as well as summa-
rizing their prominent drawbacks and advantages. As to the end of this chapter,
some recommendations and crucial guidelines for properly applying feature se-
lection methods either by researchers or practitioners are provided.

2.1 Introduction

Feature selection has been widely studied in the past few years by machine learn-
ing researchers and specialists as it is a very important pre-processing before
model induction. FS has been successfully applied in various domains from text
categorization Forman et al. (2003); Gomez et al. (2012) to, DNA microarray anal-
ysis Yu and Liu (2004c), bioinformatics Saeys et al. (2007) to image recognition and
music retrieval Jain and Zongker (1997a); Dy et al. (2003). Because feature selec-
tion has been a dynamically ever-evolving field of research for decades, innumer-
able research papers and books have been published in the literature Stariczyk
and Jain (2015); Guyon et al. (2008b); Ferreira and Figueiredo (2012). However,
nobody can claim the permanence or the everlasting superiority of a powerful
feature selection method” Bolon-Canedo et al. (2013). Therefore, one should find
the appropriate feature selection method for a specific problem. There is a variety
of strategies that could be used to introduce and propose new FS method:

e Combining several FS methods either from the same category or from dif-
ferent categories (filter and wrapper) such as our proposed pairwise feature
selection introduced in Akhiat et al. (2017).

e Generating inspiration from other domains and incorporate them for the
sake of solving feature selection problem differently such as the proposed
teedback feature selection which is inspired by the reinforcement learning
Sun and Li (2006); Akhiat et al. (2021b).

o Integrating FS methods with other algorithms Saeys et al. (2008).

e Aggregating an ensemble of FS methods to enhance the overall performance
of the final selected features Bolon-Canedo et al. (2014); Molina et al. (2002b).

According to Yu and Liu (2004a), feature selection methods can be divided into:
individual evaluation also known as feature ranking Guyon and Elisseeff (2003),
and subset evaluation. In individual features evaluation, features are ranked ac-
cording to their importance. Features with the highest importance are the best at
distinguishing instances from different classes. This approach is efficient deal-
ing with high dimensional datasets as it ignores the interaction between fea-
tures. Moreover, individual evaluation fails when dealing with redundancy on
the ground that some features can have equal similarity in ranking. In the other
hand, subset evaluation tries to select the optimal subset that satisfies some crite-
ria. Since subset evaluation takes into consideration the underlying interactions
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Figure 2.1 — The broadly categorization of feature selection methods based on evaluation
criterion.

between features, it is able to handle feature redundancy with feature relevance.
Aside from this classification, Feature selection methods can be further catego-
rized into three main approaches: Filter, wrapper and embedded approach (See
Figure 2.1).

e Filters, which rely on some underlying feature characteristics of training
data and mainly on its relationship with the class label to perform feature
selection without involving any modeling algorithm. This approach is ad-
vantageous in terms of speed and generalization ability.

e Wrappers: features are evaluated together not separately as in filters. They
rely on learning algorithms to assess and evaluate the relative performance
of each generated subset. Precisely, this leads to make the learning process
very expensive in terms of models complexity. However, this interaction
with the learning model prone to produce better performance than filters.

e Embedded: This approach is able to identify the dependencies at a reduced
computation complexity than wrapper as feature selection is performed and
optimized within the classification process.

2.2 Filter methods

Filters rely on intrinsic characteristics of data to assess feature relevance. This cat-
egory is a pre-processing step, which is independent of the induction algorithm as
illustrated in Figure 2.1. Filters consist of two main steps. First, it ranks features
individually based on a specific criteria measure like distance, Pearson correla-
tion, and entropy, to mention but a few Zhao et al. (2010). Second, it selects the
best-ranked features using a threshold value to induce the classification model.
The remaining features are deemed to be irrelevant and useless. Afterwards, the
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selected subset of features is presented as input of the induction classifier. Fil-
ter methods are fast, which makes them useful for high dimensional data. As the
interactions between the independent variables are not taken into account, redun-
dant features are allowed to be selected. Some of the most popular filter methods
will be described in the following sub-subsections.

2.2.1 Information gain

Information Gain (IG) is an entropy-based evaluation method and a univariate
feature selection method as well. IG allows to understand how much information
each feature carry about the target concept. However, IG can also be defined with
mutual information. In particular, information gain IG (F) is the reduction in the
entropy that is archived by learning a feature F:

IG(F)=H(S)- ) %H(si)(z.n

i

n

Where H(S) = — Z[p(i)logp(i) | is the entropy of a given dataset S and H(S;) is

the entropy of the zitﬁ subset produced by splitting S based on feature F. In feature
selection context, features are ranked according to their IG score separately. Gen-
erally, the feature with high information gain should be ranked higher than other
features since it has a powerful ability to discriminate data from different classes
Quinlan (1986).

2.2.2 Relief

Kira and Rendel Kononenko (1994) in 1992 proposed a method called “Reliet”,
which is an instance-based method. It tries to find for every training instance,
its nearest neighbor from the same class (nearest hit), and from the opposite class
(nearest miss). The score of each single feature is the difference between them. Re-
lief calculates a feature score W; for each feature which can then be applied to rank
and select the top scoring features for feature selection. Since the weighting W; of
each feature is iteratively updated with each selected instance, Relief method can
be highly efficient for high dimensional datasets. Feature weight decreases if it
differs from that feature in nearby instances of the same class more than nearby
instances of the other class and increases otherwise. The weight of each feature is
computed as follows:

W; = W; — (z; — near Hit;)? + (x; — near Miss;)* (2.2)

The limitations of this algorithm are that it is applicable only to two-class classi-
fication problems and fails to handle redundancy. To fix the mentioned problems
of Relief, an extension to Relief called Relief-A is proposed in Yu and Liu (2004a)
for addressing the incomplete data problem. To address the multi-class problems,
Relief-F is introduced Robnik—éikonja and Kononenko (2003). The applicability of
this extension is equally tantamount to Relief except that it has been adapted to be
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generalized to multi-class problem. For given randomly selected instances, Relief-
F method tries to find the k nearest neighbors from the same class (nearest hit) and
from the opposite classes (nearest misses). Therefore, the quality of features is up-
dated according to their powerful efficiency in making proper separation of the
examples from different classes.

2.2.3 Fisher score

Fisher is an instance-based method; it considers that features with high quality
should assign similar values to instances from the same class and different values
to instances from different classes. With this intuition, the i, feature F; will be
computed using the following formula:

C
> 1 (g — i)

F= 750 e
j=1"T91;

(2.3)

Where 1;; and o0;; are the mean and the variance of the i, feature in the jy, class,
respectively, n; is the number of instances in the j;;, class, and y; is the mean of the
i, feature. As Fisher Score assesses features individually, it cannot handle feature
redundancy. The authors of Gu et al. (2012) proposed new variation of Fisher
score called "a generalized Fisher score for feature selection". It jointly selects
features, which aims to find a subset of features that maximizes the lower bound
of traditional Fisher score.

2.24 Chi-square

Chi-square (Chi-2) is a statistic test of variables’ independence Jin et al. (2006). For
teature selection, the Chi-square technique computes the dependency between
each feature and the associated class label relying on the following formula:

=) % (2.4)

Where Y is the true value and Y is the expected value. When Y, and Y5 are
very close which means the two variables are independent, thus, the obtained z?
value is smaller. The higher 22 value indicates that the feature is more dependent
to the class label which means that it is useful at discriminating instances from
different classes. Chi-square limitations include its sample size requirements, the
hardness of interpretation in case of the presence of a large number of categories
in the independent or dependent variables McHugh (2013).

2.2.5 Mutual information

This method indicates the amount of shared information between a feature and
the class label (between two features). In other word, MI is the measure of the
amount of one random variable has about the other Gu et al. (2012). The best fea-
ture is the one that have a lot of shared information with the target class, which
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means it can distinguish efficiently the members of one class from another. Math-
ematically, MI is defined as follows:

p(X(i), Y
p(X(0)).p(Y ()

IX,Y) = > p(X(i),Y(5))- log(

i=1 j=1

) (2.5)

MI is zero when X and Y are statistically independent (p(X(i),Y (j)) =
p(X(@).p(Y(5))-

2.2.6 Minimum Redundancy Maximum relevance (mRmR)

In 2005, Hanchuan Peng proposed a heuristic Minimum-Redundancy-Maximum
Relevance (mRmR) algorithm for feature selection problem. The mRmR tends to
select features with a high correlation with the target class (output) and a low cor-
relation between themselves. mRmR tends to minimize redundancy, and uses a
collection of intuitive measures of relevance and redundancy to identify the best
features for both continuous and discrete datasets. An improved method is pro-
posed in 2013 by Mandal and Mukhopadhyay for gene expression Mandal and
Mukhopadhyay (2013).

2.2.7 Pearson

Pearson method is a correlation based method; it provides a ranking weight be-
tween -1 and +1 to indicate the extent to which two features are linearly related.
If the weighting is closer to zero this means that there is no linear correlation
between the two features, otherwise, either features are strongly correlated posi-
tively (if +1) or negatively (if -1). Pearson can be very efficient to select relevant
tfeatures when the correlation between features and the target class is linear, but
usually in real-world datasets, the correlation is not the case. The next equation
is used to calculate the PC between the independent variable X and dependent

variable Y: o
(Xi —X)(Yi —Y)

PO(X,Y) = 2=t L =
VX~ XY - V)2

(2.6)

2.2.8 Correlation-Based Feature Selection (CFS)

CFS Hall and Smith (1998) is a simple multivariate filter algorithm that evaluates
the goodness of feature subsets by considering the individual predictive ability of
each feature along with the degree of redundancy between them. The main idea
of CFS is to select subsets that contain features that are highly correlated with the
class and uncorrelated with each other. Irrelevant features are to be eliminated
because they will have low correlation with the class. Redundant features should
be discarded as they will be highly correlated with the remaining features.

2.2.9 Statistical dependence Measure (M)

The M, filter Bolén-Canedo et al. (2011) is an extended version of mRmR. In-
stead of using mutual information MI, It uses a measure of monotony to evaluate
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feature relevance. The main idea behind M, is the inclusion of the parameter A
that controls the relative emphasis spotlighted on relevance and redundancy. For
A = 0, the effect of the redundancy is vanished and the measure is relied only on
maximizing the relevance. On the other hand, when A = 1, it is more important to
minimize the redundancy among variables. Seth and Principe (2010) stated that
A = 1 performs better than other ) values. In the context of classification where Y
is a discrete variable we can formally write:

n n

Ma(X,Y) = — 2.2 / (P(Y =y;, X <a) = P(Y =y)P(X <m))”  (27)

In brief, the feature selection algorithm can be described as follows, given a set of
features F; C X, choose f; in the following way:

A

X;EF;

where Y is the target and ) is a free parameter that controls the relative emphasis
given on the relevance and the redundancy. Here, the relevance is evaluated by
the dependence between a variable and the target, whereas the redundancy is
evaluated by the average dependence between the new variable and the already
selected variable.

2.2.10 Efficient Correlation Measure Based Filter (ECMBF)

ECMBEF Jiang and Wang (2016) algorithm makes use of correlation measure be-
tween continuous and discrete features (CMCD) to measure the correlation be-
tween a continuous and a discrete feature, and choose linear correlation and sym-
metrical uncertainty as the correlation measure to calculate the similarity for con-
tinuous and discrete features respectively. In fact, to average the comparability of
the correlation values which come from different measurement systems, we mul-
tiply each correlation of sim(X;,C) (correlation between X; and class label) by the
corresponding averaged correlation of the same types of features and the same ap-
proach for reducing redundant. The ECMBF algorithm requires two parameters,
the relevance threshold o and the redundancy threshold 3 . These parameters
are employed to distinguish weak irrelevance/relevance and redundancy, respec-
tively. The choice of the two parameters can significantly affect the quality of the
selected feature subset which is the crucial problem in this algorithm.

2.211 Maximum Relevance-minimum Multi-Collinearity (MR-
mMC)

Maximum relevance minimum multi-collinearity (MRmMC) is a new relevancy-
redundancy approach proposed in Senawi et al. (2017) for feature selection and
ranking. MRmMC measures feature relevance by correlation properties based on
conditional variance while redundancy elimination is evaluated according to mul-
tiple correlation assessments using an orthogonal projection scheme. This method
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can efficiently prevent some shortcomings of existing methods such as mRmR in-
herited from the original MIFS algorithm introduced in Battiti (1994). It is known
that MIFS has a drawback in that its performance relies on the choice of the pa-
rameter beta for controlling and shrinking the redundancy; the optimal choice of
the parameter beta, however, strongly depends on the problem to be solved. MR-
mMC does not require any pre-specification or determination of thresholds for
parameter settings.

Table 2.1
provides a description of filter methods discussed in this thesis.

Filter methods Uni /Mutivariate  Ranker/Subset E;;;*glahon/mstance-
Information Gain  Univariate Ranker Correlation-based
Relief Mutivariate Ranker Instance-based
Fisher score Univariate Ranker Instance-based
Mutual Information Univariate Ranker Correlation-based
mRmR Mutivariate Ranker Correlation-based
Pearson Univariate Ranker Instance-based
CFS Mutivariate Subset Correlation-based
My Mutivariate Subset Correlation-based
ECMBF Mutivariate Subset Correlation-based
MRmMC Mutivariate Subset Correlation-based

2.3 Wrapper methods

Instead of ranking each feature individually as in filters, the Wrapper approach
evaluates feature subsets using the classifier’s prediction performance as a black
box (see Figure 2.1). It uses prediction performance as a criterion function to guide
the search for the best feature subset and tries to find features that maximize it.
This approach takes into account the interactions between features as opposed to
Filters which helps hugely to achieve better performance than filters. Moreover,
wrappers require a massive amount of computations because many models must
be constructed from scratch during the search process. The used search strat-
egy is crucial because with the increase of data dimensionality, using inappro-
priate search strategy could be NP-hard problem Woeginger (2003) because the
search becomes infeasible. Especially, exhaustive search methods become com-
putationally impractical for larger datasets. Consequently, diverse methods and
algorithms such as sequential search and evolutionary algorithm are further de-
veloped and introduced to achieve good experimental performance with practical
computational costs. However, since wrapper methods are relaying on induction
algorithm, they are more demanding in terms of computational complexity than
Filter and Embedded methods.
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Many wrapper methods are proposed in the literature, in this subsection we will
focus on the most commonly used methods under wrapper approach and those
used through this thesis.

2.3.1 Branch and bound Algorithm

In 1977, Narendra and Fukunaga have proposed new feature subset selection
method called “ A Branch and Bound algorithm for feature subset selection ”.
The algorithm is very efficient in selecting feature subsets and avoiding exhaus-
tive search by rejecting sub-optimal subsets without direct evaluation and guar-
antees that the selected subset yields the globally best value of any criterion that
satisfies monotonicity Viswanath et al. (2007). The central idea of BB algorithm is
the following: 1) starting from the root of the tree, the successors of the current
node are counted in an ordered list. 2) The new node is the successor for which the
objective function is maximum. 3) Maintain the best feasible solution obtained so
far as a bound then, the algorithm moves to the next higher level. If the evaluation
function value is lower than the identified bound, then the search from that node
should stopped. Otherwise, additional searching from that node is necessary.

2.3.2 Sequential forward selection

Sequential forward selection (SFS), which is a greedy search algorithm, is one of
the most basic used feature selection algorithms. It begins with an empty set and
greedily adds one feature at a time until the performance cannot longer be im-
proved. SFS performs well when the number of representative features (optimal
subset) is small Nogueira (2018). The drawback of this method is that once a fea-
ture is added to the subset, it cannot be removed afterwards, which sometimes
leads to sub-optimal results. The following steps give an in-depth description of
the SFS method.
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Figure 2.2 — [llustration of three steps of SFS subset selection algorithm. The algorithm
starts with an empty set of features and sequentially adds a single feature from available
features. After evaluating the classifier performance, resulting by adding each available
feature, it finally selects the feature of which addition increases the accuracy the most.
This feature is afterwards added to the set and is carried into the next iterations. The
process is repeated by attempting to add another feature from the N — 1 remaining ones,
until the stopping criterion is reached.

2.3.3 Sequential backward elimination

As opposed to forward selection, Sequential backward elimination (SBS) starts
with a full set of features and iteratively removes features one at a time. At each
iteration, the feature whose removal results in the largest increase (or smallest
decrease) in the evaluation function value is removed.
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Figure 2.3 — Illustration of three steps of SBS subset selection algorithm. The algorithm
starts with all N features and sequentially removes a single feature and evaluates the
performance using a wrapped classifier. Feature, which removal increases the accuracy
the most is added to the final set and the process is repeated by attempting to remove
another feature from the N — 1 remaining ones.

2.3.4 Stepwise (Bi-directional search)

Stepwise technique applies forward and backward simultaneously to address the
problem where features are added/ removed earlier in feature selection proce-
dure. At each iteration, stepwise method may add and remove features.

2.3.5 Recursive Feature Elimination

The RFE selection method Guyon et al. (2002), which is a backward selection of
predictors and greedy optimization algorithm, is a recursive process. It ranks fea-
tures according to some measures of their importance. It starts with the whole
feature space and at each iteration, features” importance are assessed. Then, the
less important feature is eliminated. To speed up the elimination process, another
alternative is proposed to remove a group of features at once. The reason why
the recursion is necessary is the possibility of the substantial importance change
of each feature when assessed over a different feature subset the moment of per-
forming the elimination process (most probably for highly correlated features).
The order in which features are discarded during the recursion process is used to
rank features.
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2.3.6 Support Vector Machine Recursive Feature Elimination
(SVM-RFE)

In Guyon et al. (2002), the authors introduced a hybrid feature selection method
where a support vector machine is based on recursive feature elimination (SVM-
RFE). It starts with the entire feature space and iteratively features are discarded
one at a time without any backtracking. This greedy top-down strategy computes
the normal vector of a decision hyper-plane created by a linear support vector ma-
chine (SVM) classifier. Projections of the normal vector to the coordinate system
are subsequently used to assess the ranking of individual features. The features
with the highest-ranking are kept, and those with the lowest ranking are removed
at each iteration. This process could be accelerated by removing more than one
feature in each iteration. This procedure is repeated until the desired number of
features is attained, or the performance cannot be improved any longer.

2.3.7 Random forest Recursive Feature Elimination (RF-RFE)

RF-RFE is a feature selection where random forest model is used to assess the
importance of features. First, a full model is constructed using the entire feature
space, then at each stage of the search, the least important features are iteratively
eliminated prior to rebuilding the model. Second, the whole process iterated until
all features are exhausted. Finally, features are ranked according to their elimina-
tion order.

2.4 Embedded methods

In contrast to wrapper strategy that employs a heuristic search guided by the per-
formance of the classifier, embedded strategy provides a trade-off alternative be-
tween filter and wrapper methods. It uses the learning process itself to both per-
forms feature selection and builds an optimized classifier. Embedded approach,
which is an intermediate solution between filters and wrappers, selects features
that are evolved during the learning process relying on the evaluation criterion of
the classifier which generally leads to less computational cost than wrappers. The
most widely used embedded methods are the regularization techniques.

2.4.1 LASSO (L;-Regularization)

In 1996, Robert Tibshirani Tibshirani (1996) introduced a powerful regularization
feature selection method called the Least Absolute Shrinkage and Selection Oper-
ator (LASSO). The LASSO method adds a penalty to the sum of absolute values
of the machine learning model parameters. The added constraint shrinks (regu-
larization) some coefficients to zero. During the feature selection procedure, fea-
tures with non-zero coefficient after shrinkage phase are selected to be part of the
model, and those with exactly zero-coefficient are to be discarded. To control the
strength of the regularization, a tuning parameter A (regularization parameter) is
used. When ) is sufficiently large, coefficients are forced to be exactly zero which
results in reducing dimensionality. Indeed, the larger A is, the more coefficients
are shrinked to zero. On the other hand, if A = 0 this means that no regularization
is applied (Ordinary Least Square). LASSO has many advantages. It is effective
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at reducing variance because the coefficients of the misleading features are pe-
nalized and removed, consequently, it helps avoiding over-fitting problem, thus,
better generalization ability. Moreover, LASSO is very useful at interpretability
enhancement by canceling irrelevant features. There are different mathematical
forms to introduce LASSO method; According to Robert Tibshirani, The lasso es-
timate is defined by the solution to the L; optimization problem.

(Y = XBI3)
n

k
) subject toz 6] < t (2.9)

Minimize <
j=1

Where t is the upper bound for the sum of the coefficients. This optimization

problem is equivalent to the parameter estimation that follows:

R _ 2
509 = argmins (=0 4 v, ) 2.10)

Where ||Y — X |13 = >0, (|Y: — (X5):]|*) and A > 0 is the regularization parame-
ter that control the amount of shrinkage. The lasso method has some limitations:

e From each group of correlated features, LASSO tends to select one feature
from each group and neglects other features.

e In datasets where m (number of instances) is small, and n (number of fea-
tures) is large, LASSO selects at most m features before it saturates.

2.4.2 RIDGE (L;-Regularization)

Ridge or Ly-Regularization Naseriparsa et al. (2014)is a regularization technique.
It adds a squired magnitude of the model parameters as penalty term to the ob-
jective function. As opposed to LASSO, which provides a sparse set of features,
Ridge shrinks model coefficients close to zero and not exactly zero. The main dif-
ference between LASSO and Ridge techniques is that LASSO shrinks the unim-
portant and uninformative feature’s coefficients to zero, which leads to cancelling
useless features altogether. On the other hand, Ridge results in non-zero coeffi-
cients, which is more helpful for feature interpretation.

2.4.3 Random forest for feature selection

Random forests (RF) Breiman (1999, 2001) is among the most used machine learn-
ing algorithms not just for its excellent prediction accuracy but also for its ability
to select informative variables with its associated variable importance measures
Gini index and Mean decrease accuracy Menze et al. (2009); Saeys et al. (2008);
Genuer et al. (2008).

e Gini index: measures how well a split on each variable is separating the
samples of the two classes in this given node averaged over all trees Genuer
et al. (2008).
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e Mean decrease accuracy: This measure is computed when data are per-
muted in OOB (out-of-bag) samples: RF importance variable is the differ-
ence between the prediction error recorded on OOB samples and the predic-
tion error after permuting the values of data averaged over all trees in the
forest Sandri and Zuccolotto (2006); Hapfelmeier and Ulm (2013).

2.4.4 XGBoost based-model for feature selection

XGBoost Chen and Guestrin (2016), a gradient boosting decision tree based on
the usage of regularized learning and cache-aware block structure tree learning
for ensemble learning. L represents the loss function; f; represents the t,, tree and
Q(f;) is regularized term. The second-order Taylor series of L at the ¢y, iteration
is:

k
L ~ Z{yz, )+ i) + e + 0 @11)

where ¢; and h; denotes the first and second order gradients. During our training
of XGBoost, we uses gain to determine the optimal split node.
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(2.12)

gain =
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where I}, and I represent samples of the left and right nodes after the segmenta-
tion, respectively. I = I UIg. A and v are the penalty parameters. Gain represents
the gain score for each split of a tree, and the final feature importance score is cal-
culated by the average gain. The average gain is the total gain of all trees divided
by the total number of splits for each feature. The higher the feature importance
score of XGBoost is, the more important and effective the corresponding feature
is (see Figure 2.6 and 2.7).

2.5 Ensemble Feature Selection

Recently, the robustness and stability of feature selection method become an im-
portant aspect Li and Yang (2005). Since single feature selector cannot be efficient
to ensure unbiased and reliable optimal results (good performance and stability),
many algorithms have been introduced in the literature to explore the ability of
ensemble technique by combining a collection of weak and unstable feature se-
lectors. Generally, ensemble feature selection techniques yield a more robust and
stable feature subsets than a single feature selector. The crucial factor that leads
to the success of ensemble methods is the degree of diversity of the models in
the ensemble. There are different ways to ensure diversity: 1) training different
learning algorithms, 2) training the same learning algorithm with different pa-
rameterized versions, 3) Build multiple learning models using different generated
training sets. In addition to the idea of using more than one classifier or feature
selector to select a stable feature subset, an aggregation technique, which com-
bines and aggregate feature selection methods (see Figure 6.3), is introduced and
discussed by Akhiat et al. (2019); Saeys et al. (2008); Opitz (1999). The EFS might
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avoid the risk of inconsistent results and tends to produce a better approxima-
tion of the optimal subset since individual feature selectors could lead to different
suboptimal solutions.

Figure 2.4 — Ensemble Feature selection design where many selector’ results are combined
to provide a stable ensemble feature selection.

Definition (stability)

The stability of feature selection method can be defined as the variation in the
feature selection results due to small changes in instances or attributes level of
datasets. There are two steps to create an ensemble feature selection method:

1. The first step consists of running different feature selection methods; each
method provides its own feature subset.

2. In the second step, the results of each single feature selector are aggregated
which can be done by weighted voting or counting the most frequently se-
lected features.

2.6 Hybrid feature selection

Hybrid and ensemble methods are the latest developments in feature selection
tield. Rather than using a single feature selection approach, Hybrid method can
be formed by combining two different methods from different FS categories (e.g.
filter and wrapper), two methods of the same evaluation function, or two feature
selection approaches. Hybrid FS methods take the best advantages from both
approaches by combining their performance. The most common hybrid method
is the combination of filter and wrapper methods Hsu et al. (2011); Sebban and
Nock (2002); Wang and Liu (2016).
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Figure 2.5 — Hybrid feature selection diagram.

2.7 A Comparative Study

In this section, we will provide a critical analysis of existing feature selection ap-
proaches, adding two extra FS categories to the traditional FS categorization (Hy-
brid and Ensemble feature selection) since the majority of existing surveys such
as those in Wang and Liu (2016); Guyon and Elisseeff (2003); Alelyani et al. (2013)
did not mainly cover these two recent categories. In addition, empirical compar-
isons are conducted to assess and evaluate the performance of nine FS methods
and their applicability as well.

2.7.1 Feature selection evaluation

In this section, various comparisons between feature selection methods of differ-
ent categories are performed to empirically expose the key difference between
each feature selection category and between each method within the same cate-
gory. We therefore focus on comparing the following nine methods for feature
selection which are previously discussed: ReliefF 2.2.2, Chi-square (Chi-2) 2.2.4
and Mutual Information (MI) 2.2.5 as filter methods. The wrapper methods we
have used are the following: Sequential Forward Selection (SFS) 2.3.2, Sequen-
tial Backward Selection (SBS) 2.3.3 and Recursive feature elimination using SVM
(RFE-SVM) 2.3.6, LASSO 2.4.1, RIDGE 2.4.2 and Random Forest (RF) 2.4.3 as em-
bedded methods. In the next subsections, we provide the summarized descrip-
tions of each one of these methods.
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Algorithm: The pseudo-code of the evaluation and testing strategy.
DS - set of datasets
FS - set of feature selection methods
C - set of classifiers
For i in DS do:

Train <—80% of i dataset

Test <+20% of i dataset

For jin C do:

For k in FS do:
Accuracy <Performance evaluation of the
selected subset on Test set

10: Result(i,j,k)<—Accuracy

XD HEwNE

2.7.2 Feature selection and learning algorithms

In this experimental section, we tested the performance of nine feature selection
methods from different FS categories when used in conjunction with three classifi-
cation algorithms to obtained more reliable results. We use classification accuracy
to evaluate the classification performance. Generally, the higher the classification
accuracy, the better the selected features are. We implemented our experiments
using statistical package scikit-learn Cai et al. (2018). The used implementations
of the feature selection methods are the following:

e ReliefF: We have used an implementation of the method relief in python
in the package ReliefF. The chosen parameters were: number of randomly
selected examples was 10% of all examples and the threshold was 0.01.

e Chi-square and MI: relying on the function SelectKBest of the scikit-learn
package of python, we implemented Chi-square and MI method. The score
function parameter is set as follows: score-func=chi2 for Chi-square and
score-func=mutual-info-classif for MI.

e Random forest: Implementation from the ensemble library of scikit-learn,
used with default parameters (500 trees in a forest).

e SFS and SBF: An implementation of the SFS and SBS algorithms was used
based on the function SFS from the package mixtend. The chosen param-
eters were: forward set to TRUE for SFS and False for SBS. We used the
Decision tree as the wrapped learning algorithm for both methods.

e LASSO and RIDGE: These two methods are implemented using linear-
model package. For both methods, the used regularization terms are vary-
ing in the interval alpha:[0.1,0.01,1.,1,2] and max-iter=10000.

After selecting the best feature subset using the previously mentioned FS methods
for each dataset, the choice for building the classification models is among three
different machine learning classifiers. These classifiers are commonly used in data
mining. The classification accuracy is used to compare the FS methods in terms of
their robustness to classify a given dataset.

e Decision trees: implementation from the package sklearn.tree was used,
information gain was used as the splitting criterion.
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e Random forest: implementation from the python package randomForest
was used. The number of trees in a forest was set to n-estimators=50 and
max-depth=3.

e Support vector machine (SVM): a svm.SVC implementation from the
Python package is used. SVM is used with a linear kernel and the cost pa-
rameter was set to C' = 1.

2.7.3 Experimental evaluation and results

The recorded detailed experimental results are presented in table 2.5 for filters,
table 2.6 for wrappers and in table 2.7 for embedded methods. In table 2.3, we
provide a summary of all detailed results to enhance their clarity and the read-
ability. The obtained results are averaged for each of the tested classifier in the
summary row (mean) at the bottom of the table 2.3 (each classifier was tested in
99 experiments = 11 datasets x 9 FS methods, this results in 297 experiments),
show that the accuracies of KNN, SVM and RF classifiers were significantly im-
proved after applying feature selection methods in our evaluation procedure de-
spite the considerable reduction (using just the first fifteen best features out of the
whole original feature space). The significant increase in classification accuracy
was achieved in 118 experiments (40%), in 33% the accuracy were decreased, and
in 27% of datasets, the classification accuracy remains stable (in fact, maintaining
the performance accuracy of the classifiers despite the dimensionality reduction is
very advantageous). This considerable dimensionality reduction enables the con-
struction of fast models (training models with a reduced feature subset is faster
than training them using the entire feature space) and decreases the storage and
memory requirement.

e By analyzing the performance attainability of filter methods (see table 2.5
and table 2.3), itis revealed that MI feature selector for KNN classifier is able
to increase the classification accuracy in the majority of datasets (9 out of 11)
followed by Chi-square for RF classifier (8 out of 11). As a conclusion, MI
and Chi-2 are the most aggressive in terms of feature removal with accuracy
maintenance (without losing accuracy) of the final prediction. This finding
is supported also in Yang and Pedersen (1997).

e Asitisillustrated through the summarized results of wrappers in table 2.3,
it is clear that RFE-SVM outperforms SBS and SFS as it increases the accu-
racy of the classifiers in 40% of experiments. Moreover, the detailed results
of table 2.6 have shown that wrappers could achieve better performance
than filters in terms of accuracy as they take into account the underlying in-
teractions between features. However, the individually irrelevant features
may become weakly or strongly relevant when interacted and combined
with other features.

e Table 2.7 and table 2.3 demonstrate that RF classifier could be applied as a
selector depending on its variable importance technique aiming to select the
most informative features. The results show that the classification accuracy
increased in 18 experiments (55%), the performance deteriorates in 15% (5
out of 33) and remains unchanged in 30% of experiments. These results are



Chapter 2. Feature selection methods 46

followed by LASSO selector. For RIDGE selector, it increases the perfor-
mance just in 4 experiments out of 33 and the performance of the classifiers
deteriorates in the most experiments (55%). The performance degradation
of the classifiers after applying RIDGE as a selector can be explained by the
fact that RIDGE method can only shrink coefficients close to zero and not
exactly zero as in LASSO method. This enable to select the uninformative
features especially when we deal with large number of features (for exam-
ple: madelon, ds1.100 and clean).

Table 2.3

The summarized results for all tested feature selection methods (rows) and classifier algo-
rithms (columns). The results are presented in the following triplet form +/ - /=, where
+ denotes the number datasets in which the classification accuracy notably increased, -
denotes the number datasets in which the classification accuracy significantly decreased
and = denotes the datasets in which the classification accuracy remain unchanged.

FS methods SVM RF KNN Average

+/-/= +/-/= +/-/= +/-/ =

RelifF 4/3/4 5/4/2 5/4/2 14/11/8

Filters MI 4/2/5 6/4/1 9/1/1 19/7/7
Chi-square 3/4/4 8/2/1 5/5/1 16/11/6

SFS 1/5/5 2/4/5 5/3/3 8/12/13

Wrappers  SBS 2/4/5 3/5/3 6/5/0 11/14/8
RFE-SVM  3/3/5 3/3/5 7/3/1 13/9/11

RF 4/3/4 7/0/4 7/2/2 18/5/10

Embedded LASSO 5/4/2 4/2/5 6/3/2 15/9/9
RIDGE 1/5/5 0/7/4 3/6/2 4/18/11

Average 27/33/39 38/31/30 53/32/14 ' 118/96/83

Besides classification accuracy, execution time is another critical property of fea-
ture selection methods especially for large datasets. Table 2.4 lists the running
time (in seconds) of the implemented FS methods. It is clear that Filter methods
used much less time on average in comparison to the other approaches (Wrapper
and embedded). As wrappers rely on learning algorithms to evaluate each gen-
erated subset, they are computationally costly compared to the filter approach.
This is even clearly demonstrated when the size of the dataset becomes larger (as
shown for the datasets ds1.100, clean and madelon). Embedded methods could
be a good alternative especially when the feature space is of high dimension.
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Table 2.2

Advantages and disadvantages of Feature selection approaches.

Strengths

Filters

Independent of learning al-
gorithm.

Fast execution.
Suitable for large-scale data.

Good generalization ability.

The correlation between fea-
tures is neglected.

Allow redundant features to
be selected.

No interaction with the clas-
sifier.

Wrapper

More accurate than filters.

Take into account interac-
tions between features.

Identify feature dependen-
cies

More computations require-
ment.

Over-fitting problem can be a
serious problem.

Building a model from
scratch at each examined
subset.

Some features may be elim-
inated earlier, while they
should not.

Embedded

Faster than wrappers.
Accurate.

Take into account interac-
tions between features.

Identify feature dependen-
cies.

Specific to learning algo-
rithm.

Classifier-dependent  selec-
tion.




Table 2.4

Running time of feature selection methods (in seconds). m denoted the number of examples and n denoted the number of features in each

dataset.

Spambase(m=4601,n=57)
Chess(m=3196,n=36)
Clean(m=6598,n=167)
eightr(m=200000,n=306)
caravan(m=5823,n=86)
ionosphere(m=351,n=34)
Credit card(m=30000,n=24)
ds1.100(m=26733,n=100)
sonar(m=208,n=61)
madelon(m=4400,n=500)
hepatitis(m=155,n=19)

Filter Wrapper Embedded

Reliff MI ~ Chi-2 SFS  SBS RFE-SVM  LASSO RIDGE RF
2.80 6.90 1.90 13.18  79.26 41.02 4.48 6.53 2.43
1.92 406 212 5.37 8.88 4.81 3.26 5.19 1.02
5.21 21.48 5.61 111.76 4483.17 117.15 3.07 4.43 5.71
0.93 2.50 0.90 1194 135.25 3.39 1.37 2.23 1.51
1.44 499 098 16.67  394.82 28.64 3.53 5.78 2.44
135 1.70 142 472  6.66 1.50 1.71 3.52 1.40
4554 25.00 46.32 45.05 78.53 100.85 4244 5571 1342
104.85 54.82 11520 237.54 >2.12hours 102.09 11.07 1742 2091
1.07 179 143 586  19.86 1.54 1.52 2.99 0.77
160.19 210.2 1643 108.59 | >70hours = >4.5hours 572.87 576.79 188.23
128 148 131 317 233 1.48 1.54 2.96 141.20
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To conclude, our empirical evaluation reveals that filter methods may be very
efficient in dealing with high-dimensional data as they neglect the underlying in-
teractions among features. Moreover, when the interpretability problem is the
concern, filters can be a good alternative. In contrast to filters, wrappers may
produce better performance, but since they are specific for the supervised learn-
ing model, generally, they suffer from the over-fitting problem. In the wrapper
approach, for each examined subset, models should be constructed from scratch,
which makes them very expensive in terms of execution time. Embedded meth-
ods, which use a part of the learning process of the model for feature selection,
reduce the computational cost of wrappers by preventing the reclassification of
different feature subsets as performed in wrappers.



Table 2.5

The detailed results for each testing dataset, FS filter method and classification algorithm. The performance attainability of each filter method
is recorded using three classification algorithm (SVM, RF and KNN). For each testing dataset, the initial classification accuracy of the baseline
models (without selection) is recorded as well.

Spambase
Chess
Clean
eightr
caravan
ionosphere
Credit card
ds1.100
sonar
madelon
hepatitis

Without Feature selection

With feature selection (Filter approach)

ReliefF

MI

Chi-2

SVM

RF

KNN

SVM

RF

KNN

SVM

RF

KNN

SVM

RF

KNN

0.65 £0.02
0.90=0.05
0.9270.02
0.9370.01
0.93+0.02
0.62+0.07
0.78+0.00
0.97£0.00
0.57+0.35
0.55£0.04
0.81£0.03

0.89 £0.04
0.92+0.04
0.91+0.02
0.9370.01
0.9370.03
0.67F0.09
0.80+0.01
0.97£0.01
0.61+0.23
0.61£0.06
0.89£0.19

0.74£0.11
0.890.03
0.9440.01
0.93+0.02
0.924+0.01
0.65+0.30
0.76+0.01
0.96+0.02
0.61+0.35
0.65£0.07
0.93£0.18

0.58+0.0

0.79+£0.06
0.90+0.00
0.93£0.01
0.9370.00
0.62+0.07
0.78+0.00
0.97+0.00
0.51+0.29
0.60+0.06
0.81£0.02

0.88+0.04
0.79£0.06
0.91+0.01
0.9370.01
0.9370.00
0.53+£0.22
0.80+0.01
0.97+0.00
0.67+0.37
0.61+0.01
0.77+0.27

0.82+0.03
0.77£0.06
0.92+0.02
0.92+0.01
0.93£0.00
0.6270.23
0.7670.01
0.97+0.00
0.63+0.28
0.69+0.08
0.85£0.16

0.58+0.00
0.88+0.04
0.93£0.00
0.93£0.01
0.93£0.00
0.62+0.07
0.78+0.00
0.9750.00
0.63+0.34
0.61£0.08
0.81£0.03

0.88+0.11
0.91£0.02
0.93+0.01
0.93£0.02
0.93+0.00
0.74£0.18
0.80£0.01
0.97+0.00
0.76+0.17
0.66+0.07
0.85+0.26

0.85£0.04
0.90£0.03
0.94+0.00
0.95+0.02
0.93+0.01
0.79£0.16
0.75+0.01
0.97£0.02
0.64+0.33
0.70£0.10
0.93£0.18

0.64+0.00
0.88+0.04
0.89+0.01
0.93£0.01
0.93£0.00
0.62+0.07
0.77+0.01
0.96+0.00
0.64+0.37
0.59£0.04
0.81£0.03

0.89+0.03
0.91+0.02
0.92+0.01
0.93£0.01
0.93+0.00
0.71£0.20
0.794+0.01
0.97+0.00
0.71+0.31
0.62+0.08
0.93+0.16

0.70£0.05
0.9370.05
0.92+0.02
0.9370.03
0.9270.02
0.72£0.31
0.75+0.01
0.97£0.03
0.67+0.37
0.66+0.04
0.93+0.18
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Table 2.6

The detailed results for each testing dataset, FS wrapper methods and classification algorithm. The performance attainability of each wrapper
methods is recorded using three classification algorithms (SVM, RF and KNN). For each testing dataset, the initial classification accuracy of the
baseline models (without selection) is recorded as well.

Spambase
Chess
Clean
eightr
caravan
ionosphere
Credit card
ds1.100
sonar
madelon
hepatitis

Without Featureselection

With feature selection (Wrapper approach)

SES

SBS

RFE-SVM

SVM

RF

KNN

SVM

RF

KNN

SVM

RF

KNN

SVM

RF

KNN

0.65 £0.02
0.90F0.05
0.9270.02
0.9370.01
0.9370.02
0.62F0.07
0.7870.00
0.9770.00
0.5770.35
0.5570.04
0.81F0.03

0.89 70.04
0.9250.04
0.9150.02
0.9370.01
0.9370.03
0.67F0.09
0.8070.01
0.9770.01
0.6170.23
0.6170.06
0.8970.19

0.7470.11
0.8970.03
0.9470.01
0.9350.02
0.9270.01
0.65F0.30
0.7670.01
0.9670.02
0.6170.35
0.6570.07
0.9370.18

0.5870.0

0.87F0.04
0.8470.00
0.9370.01
0.9370.00
0.81F0.14
0.7870.00
0.9770.00
0.5370.07
0.7170.03
0.81F0.03

0.90F0.03
0.9170.01
0.9270.03
0.9370.01
0.9370.00
0.89F0.07
0.80F0.01
0.9750.00
0.6070.32
0.7470.04
0.81F0.25

0.8670.03
0.87F0.04
0.9570.02
0.9270.01
0.9370.00
0.7970.10
0.7670.01
0.9870.01
0.6670.17
0.8070.02
0.85F0.16

0.5870.00
0.87F0.04
0.8470.00
0.9370.01
0.9370.00
0.8370.15
0.7870.00
0.9770.00
0.6170.19
0.7770.01
0.81%0.03

0.9070.03
0.9150.01
0.9070.02
0.9350.02
0.9370.00
0.90F0.04
0.8070.01
0.9750.00
0.607-0.23
0.80F0.04
0.81F0.33

0.8670.03
0.87F0.04
0.9270.03
0.9370.01
0.9370.01
0.807-0.08
0.7570.02
0.9770.02
0.6070.19
0.8770.03
0.8570.16

0.6570.01
0.89F0.06
0.8570.01
0.9370.01
0.9370.00
0.87F0.10
0.7870.00
0.9670.00
0.6470.35
0.88F0.06
0.8170.03

0.9070.03
0.910.06
0.91%0.02
0.9370.01
0.9370.00
0.8870.08
0.8070.01
0.9770.00
0.6970.29
0.9070.09
0.87F0.27

0.7670.06
0.9370.04
0.9370.02
0.9370.03
0.9270.01
0.8370.18
0.7570.01
0.9770.02
0.7170.40
0.9170.08
0.8570.16
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Table 2.7

The detailed results for each testing dataset, FS embedded methods and classification algorithm. The performance attainability of each wrapper
methods is recorded using three classification algorithms (REF-SVM, LASSO and RIDGE). For each testing dataset, the initial classification
accuracy of the baseline models (without selection) is recorded

Spambase
Chess
Clean
eightr
caravan
ionosphere
Credit card
ds1.100
sonar
madelon
hepatitis

Without Feature selection

With feature selection (Embedded approach)

RF

LASSO

RIDGE

SVM

RF

KNN

SVM

RF

KNN

SVM

RF

KNN

SVM

RF

KNN

0.65 £0.02
0.90F0.05
0.9270.02
0.9370.01
0.93+0.00
0.89+0.18
0.78+0.00
0.97+0.00
0.57+0.35
0.55+0.04
0.81+0.03

0.89 £0.04
0.92+0.04
0.91+0.02
0.9370.01
0.9370.00
0.90F0.07
0.80+0.01
0.97£0.00
0.61+0.23
0.61£0.06
0.89£0.19

0.74+0.11
0.8970.03
0.94+0.01
0.93£0.02
0.92+0.01
0.76+0.07
0.76+0.01
0.96£0.02
0.61+0.35
0.65+0.07
0.93£0.18

0.65+£0.01
0.90£0.03
0.84+0.00
0.93£0.01
0.9370.00
0.84+0.09
0.78+0.00
0.97+0.00
0.54+0.28
0.62+0.08
0.97£0.00

0.90+0.04
0.92+0.01
0.92+0.02
0.9350.00
0.9370.00
0.90£0.04
0.80+0.01
0.97+0.00
0.63+0.25
0.70£0.07
0.97+0.00

0.74+0.08
0.91+£0.03
0.93+0.02
0.93+0.02
0.93+0.01
0.8470.12
0.7670.01
0.97+0.02
0.73+0.38
0.82+0.08
0.96+0.02

0.61+0.00
0.78+0.02
0.85+0.00
0.940.00
0.94+0.00
0.88+0.06
0.78+0.00
0.9770.00
0.63+0.13
0.61+0.04
0.82+0.04

0.64+0.02
0.76£0.03
0.88+0.01
0.94+0.00
0.94+0.00
0.91£0.09
0.80+0.01
0.97+0.00
0.58+0.38
0.64=+0.05
0.85£0.14

0.74£0.03
0.80£0.02
0.94+0.01
0.94+0.01
0.94+0.01
0.84+0.10
0.76+0.01
0.96+0.03
0.49+0.28
0.75+0.04
0.82+0.04

0.64+0.04
0.73£0.06
0.84+0.00
0.93+0.01
0.93+0.00
0.85+0.16
0.78+0.00
0.97£0.00
0.63+0.33
0.53+£0.06
0.81+0.03

0.86£0.02
0.70+0.05
0.88+£0.01
0.93£0.01
0.93+0.00
0.85+0.16
0.80+0.00
0.97+0.00
0.61+0.28
0.53+0.08
0.81+0.03

0.66£0.04
0.7370.04
0.90£0.02
0.9370.03
0.9270.01
0.79£0.12
0.7440.01
0.97£0.02
0.61+0.29
0.54+0.11
0.93£0.18
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Figure 2.6 — XGBoost feature selection importance on four datasets (ionosphere, hepatitis,
ds1.100 and credit card). The x-axis is the XGboost feature importance. The y-axis repre-
sents the first twenty heights ranked features.
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Figure 2.7 - XGBoost feature selection importance on four datasets (caravan, eighthr, clean
and spambase). The x-axis is the XGboost feature importance. The y-axis represents the
first twenty heights ranked features.
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2.8 Guidelines for applying feature selection meth-
ods

The naive method for applying feature selection by novice practitioners is to
choose one particular feature selection method and apply it on the entire dataset.
Then, the best subset is returned and reported as well as the model accuracy if
available (in the case of the wrapper and embedded methods). This method is
not the best approach as it leads to an exaggerated accuracy and a suboptimal
biased and unreliable subset of features, especially; datasets with few instances
or with a high number of features (high dimensional datasets). The experts use
another advanced strategy of using K-fold cross-validation instead of applying
feature selection methods on the whole dataset. First, the entire dataset is divided
into k different subsets. Then, k—1 subsets (training set) are used to perform fea-
ture selection, and the remaining subset (test set) is used to check the validity and
the performance of the selected features in the training phase. Second, the whole
process is repeated K times on different testing sets, and the average accuracies
are reported. This strategy provides accurate estimation results than the first one.
One big problem using cross-validation is that the recorded features are not al-
ways the same at each iteration. An alternative to deal with this problem and
produce robust and accurate estimation is to use an ensemble of models with dif-
ferent features for prediction. Regardless of the provided evaluation technique of
cross-validation, it may still lead to biased model performance estimation. More-
over, an unbiased evaluation technique is needed. Forman et al. (2003), the au-
thors have proposed a new evaluation technique. First, the dataset is divided into
[ different subsets then the feature selection process is performed on [ — 1 subsets.
The remaining subset is used to built and evaluate the predictor. The procedure
is repeated [ times in different testing sets. The proposed technique can be un-
biasedly used to compare feature selection methods and to assess their accuracies
reliably. In this thesis, we proposed a new evaluation technique, which is a hy-
bridization of both cross-validation and holdout technique. The technique seeks
to partition whatever dataset into two complementary sets. The first partition is
used to assess the selected features relaying on the cross-validation strategy, and
the second part is left at the end to evaluate the performance of different feature
selection methods on it. For researchers who want to introduce and develop new
feature selection methods, it may be a good alternative for a fair comparison since
it ensures reliable and unbiased estimations. For practitioners who want to select
the relevant features and remove the irrelevant and redundant ones, it is necessar-
ily practicable to invoke some worth-researching questions as a point of departure
to fulfill the feature selection process.

1. The first question: Which feature selection method should be used among
those previously discussed in section 1.2.5?

o To answer the first question, we should first analyze the characteristics
of the data.

e We have to determine the objective of feature selection.

2. The second question: how to evaluate the quality of the selected features?
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e Do we have to use cross-validation, dual-loop cross-validation or an-
other technique?

e Do we need to assess features individually or the interactions between
them should be considered?

3. The third question: do we need a stable estimation?

e Ensemble methods could be a good alternative.

e Sub-sampling data and repeating the analysis for different bootstraps.

4. The fourth question: Which is our main concern: interpretability, high per-
formance of the model or both?

2.9 Summary of the chapter

In this chapter, we have presented the feature selection state of the art methods
and their categorization as well. We have started by describing the main differ-
ence between feature selection and extraction. Then, we have cited and discussed
several fundamental algorithms of each category. Moreover, critical analysis and
comparisons are carried out to expose the advantages and drawbacks of each ap-
proach and when to use them. In addition,Through this chapter, we have re-
viewed and empirically evaluated nine feature selection methods from different
categories including: ReleifF, MI and Chi-2 as filters, SFS, SBS and RFE-SVM as
wrappers, LASSO, RIDGE and RF selector as embedded. Each method is evalu-
ated in combination with three well-known classifiers to reliably test their ability
to select the best subset. The conducted empirical comparison is carried out using
eleven benchmarking datasets to demonstrate the applicability of feature selection
techniques. The obtained results show that too much information does not always
help machine learning classifiers since it usually implies that a certain amount of
features are redundant or irrelevant, and their presence badly affects the perfor-
mance of the learning algorithms. Therefore, feature selection pre-processing is
a mandatory in order to reduce the data dimensionality, provide insight into the
data and enhance generalization.

Along with the empirical study, we have overviewed the whole feature selection
framework providing to readers and researchers with a holistic overview and pre-
liminary launching groundwork to the feature selection field. For the stability of
feature selection method is an overlooked problem, we have spotlighted two re-
cent categories (ensemble and hybrid) since they can produce a consistent and
a stable feature subset. Consequently, they could be good alternatives in many
machine learning applications.

The follwoing chapter 3 will be devoted to the designed experimental framework
and how to assess the discriminatory ability of the selected features, compare
different feature selection methods, and eventually compare the performance of
learning algorithms designed for the selected features. Moreover, it will describe
the benchmarking well-know datasets employed throught this thesis work to em-
pirically assess and evaluate the proposed feature selection methods
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“You can have data without information,
but you cannot have information without
data".

Daniel kevs Maron.
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While the second chapter 2 reviews the most popular feature selection methods
in the literature by evaluating their performance as well as summarizing their
prominent drawbacks and advantages, this chapter first, presents the feature se-
lection evaluation methodology. In addition, it describes the synthetic and real-
world benchmarking datasets employed to evaluate the usefulness of features.
Moreover, it discusses the main validation and evaluation technique used in fea-
ture selection.

3.1 Introduction

Evaluating and assessing the goodness of feature selection methods is a very im-
portant phase. Various evaluation techniques have been proposed in the FS lit-
erature Xu and Goodacre (2018); Jain and Zongker (1997b). The common used
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evaluation technique is cross-validation and performance measurement based on
confusion matrix. In this chapter, we will introduce and discuss the methodology
commonly applied to the evaluation of feature selection algorithms. According
to the available literature Salzberg (1997); Jain and Zongker (1997b); Kohavi and
John (1997); Kudo and Sklansky (2000); Sima et al. (2005), a unique and universal
methodology for evaluating feature selection algorithms probably does not exist.
The quality of the selected features is usually assessed through the performance
attainability of a pre-selected learning algorithm. This raises the problem of per-
formance estimation (error estimation) discussed in Krizek (2008). The question,
how to make the best use of the provided data to achieve good performance esti-
mations remains open. Note that most of publicly available benchmark reposito-
ries provide data as a one set of labeled examples. Which part of the data should
be used for feature selection and which part for the subsequent performance esti-
mation is usually not specified.

Building on the fact that the first phase is devoted to the testification of the perfor-
mance attainability, the effectiveness and the limits of a feature selection method
should be based on synthetic datasets (artificial datasets) Kittler (1978); Pudil et al.
(1995); Weston et al. (2000); Gilad-Bachrach et al. (2004). If there is a solid-based
preliminary knowledge regarding the optimal features and the valid ability to
adjust the experimental conditions, the drawing of more useful conclusions can
be successfully achieved. we have evaluated our proposals on these artificial
datasets first as conducted in chapter 6. In addition to the employed synthetic
datasets, we have evaluated our proposals on several benchmarking real-world
datasets (see table 3.1) aiming to scrutinize the ability of each algorithm in select-
ing the proper feature subset even in extreme cases.

3.2 [Evaluation methodology

Before proceeding any further with the proposed feature selection methods, first,
we will discuss the designed experimental framework and discover the know-
how ways of assessing the discriminatory ability of the selected features, compare
different feature selection methods, and eventually compare the performance of
learning algorithms designed for the selected features.
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Figure 3.1 — Flow-chart of the design experiment methodology

The Figure 3.1 shows the proposed evaluation methodology. The process starts
with data gathering. Then, a normalization step is performed to normalize fea-
tures of each dataset. Different classification algorithms are trained using the
whole features with and without the selected subset generated after applying fea-
ture selection methods to assess the classification performance. Finally, a double-
headed comparative study of different proposed feature selection algorithms is
conducted against both, the state of the art feature selection and models” output
without selection of features.

3.2.1 Data collection

In this thesis, fifteen binary classification datasets have been employed in differ-
ent experimental design aiming to evaluate and check the performance of the pro-
posed feature selection methods. The datasets are chosen to be different in terms
of class distribution (balanced or imbalanced), linearity, dataset shift, number of
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Table 3.1
Characteristics of the benchmarking datasets.
#No Datasets #Features #examples Distribution class
1: ds1.100 100 26733 3%+ /97%- 2
2: Credit card 24 30000 22% + / 78% - 2
3: Chess 36 3196 52% + 48% - 2
4:  Spambase 57 4601 39% + / 61% - 2
5: Clean 167 6598 15% + / 85% - 2
6: Caravan 86 5823 6%+ /94% - 2
Standard 7: Madelon 500 4400 50% +/50% - 2
Datasets 8: Santander 371 20000 4% + /96%- 2
9: Sonar 61 208 47% + / 53% - 2
10:  Ionosphere 34 351 64% + / 36% - 2
11:  Hepatities 19 155 64% + / 36% - 2
12:  SPECT 32 80 64% + / 36% - 2
13:  Eye 15 14980 45% + / 55% - 2
14: Neumerai 22 96320 50% + / 50% - 2
15:  eigthr 306 200000 4%+ / 96% - 2
High dimensional o+ 10 2000 62 65% + / 35% -

Datasets

instances and variables. The datasets, which are publicly available, are collected
and downloaded from UCI repository and kaggle platform. An overview of the
main characteristics of each dataset is well-presented in table 3.1 followed by a
short description about some particular datasets.

Madelon

Madelon dataset, which was part of the NIPS 2003 feature selection challenge, is
an artificial dataset. It contains instances grouped in 32 clusters placed on the
vertices of a five dimensional hypercube and randomly labeled +1 or -1. Madelon
dataset is a hard problem since it is multivariate and highly non-linear datasets.

Spambase

This is a SPAM e-mail database. The problem is to classify an e-mail message into
spam or non spam. There are 57 continuous features denoting word and character
frequencies. 39% are spam emails and 61% are not spam.

Sonar

Sonar dataset contains signals generated from a variety of different aspect angles,
spanning 90 degrees for the cylinder and 180 degrees for the rock. The task is
to distinguish between sonar signals bounced off by metal cylinder and sonar
bounced off by cylinder rock.
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Ionosphere

This dataset contains 34 autocorrelation functions of radar measurements. The
classes were free electrons in the ionosphere. There are 36% of bad returns indi-
cating that a signal passes through the ionosphere and 225 (64%) good returns.
The task is to classify signals into passage or obstruction in the ionosphere. Iono-
sphere dataset used for example in Mitra et al. (2002); Hanzo et al.; Neumann et al.
(2004); Skurichina and Duin (2005); Kuncheva (2007); Grabczewski and Jankowski
(2005).

Caravan

The data contains 5822 real customer records and 86 variables. The dataset cara-
van was supplied by the Dutch data mining company sentient data research. The
socio-demographic data is generated by zip codes. The task is to discriminate
between customers who have insurance policy and those who have not.

Credit card clients

Credit card clients’ dataset contains information on default payments, demo-
graphic factors, credit data, history of payment, and bill statements of credit card
clients in Taiwan from April 2005 to September 2005. This dataset contains 25
variables and 30000 data examples.

Colon high dimensional dataset

The dataset colon contains 40 colon tumor samples and 22 normal colon tissue
samples. Each colon sample is characterized by 2000 intensities of 2,000 genes.

3.2.1.1 Data normalization

Datasets usually contains features and variables from different scales and phys-
ical units which may affect badly the performance of some machine learning al-
gorithms. Distance based methods (SVM, KNN) and Gradient descent based al-
gorithms (Linear Regression, Logistic regression, Neural Network ) are the most
sensitive algorithms to feature scaling while others are practically invariant to it
Chen and Pau (1995). Normalizing data means adjusting the variable values to a
common scale. Further, the propulsive impulse or the incentive that motivates us
to normalize data before training any algorithm is the guaranty of a good numeri-
cal stability of computations and the making of all the features contribute equally
to the concept target. There are different types of data normalization. The most
popular normalization technique in the literature is the scaling of the original fea-
tures so that their instances can have zero mean and unitary variance (means=0
and variance=1).

Assuming that X is the dataset of size m and n features. Let X = z;; where i =
| ,m,andj=1,...... ;M.

1 m
My = Z Lij (3-1)
=1
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And
1 m
O'JQ» = — Z<x” — ,uj)Q (32)

i=1

are row means and variances of the input pattern matrix X = (z;) , respectively.
Here i = 1, ...,m are sample indices and j = 1, ..., n are feature indices. The data
transformation can be constructed by:

Tij — Hj = 3 (3.3)

gj

3.2.2 Classification algorithms

Through this thesis work, we have evaluated the performance of several feature
selection algorithms when used in conjunction with four classification algorithms
(Decision Tree, Random Forest, K-Nearest Neighbors and Support Vector Ma-
chine). In this section, we will provide a brief overview of each classifier.

3.2.2.1 Decision Tree

The decision tree DT is a powerful tool for classification and prediction by finding
out the patterns or decision rules between data. It is one of the most frequently
used data mining methods. DT is made up in the form of a tree and a full tree
is built by making child-nodes until each branch reaches the terminal node. The
following steps give an in-depth explanation of the DT procedure.

1. Step 1: Determine the Root of the Tree.

Step 2: Calculate Entropy for The Classes.

Step 3: Calculate Entropy after Split for Each feature.

Step 4: Calculate Information Gain for each splitting feature.
Step 5: Perform the Split.

Step 6: Perform Further Splits.

N o »w N

Step 7: Stop the splitting process and return the final Tree.
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Figure 3.2 - Decision Tree classifier (DT)

3.2.2.2 Random Forest

Random forest is an ensemble method that consists of building an ensemble of
decision trees grown from a randomized variant of the tree induction algorithm.
In simple words, Random forest builds multiple decision trees (called the forest)
and combines them together to obtain a more accurate and stable prediction. The
forest it builds a collection of Decision Trees trained with the bagging method
Breiman (1996). The algorithm can be explained by the following steps:

1. A bootstrap sample, representing approximately one third of the reference
dataset is selected with replacement from the reference dataset.

2. A fully grown tree is generated for each bootstrap sample using a random
subset of predictors, which reduces the possibility of over-fitting the tree.
Individual trees are fully grown and not pruned to ensure that bias is mini-
mized and the individual error is reduced.

3. Each tree of the RF consists of decision nodes that are produced by ran-
domly selecting a pre-defined number of covariates and the best split is cho-
sen from among these variables.

4. New data are predicted by majority voting of all predictions in the forest.
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Figure 3.3 - Random Forest classifier (RF)

3.2.2.3 Support Vector Machine

SVM is a supervised machine learning algorithm which can be used for both clas-
sification and regression problems. However, it is widely used as it produces ex-
cellent performance. SVM tries to find a hyper-plan H that perfectly discriminates
between data points of different classes. Assuming that training data are repre-
sented as follows: (z1,v1), (z2,%2), ..., (Tn, yn) Where z; denotes the input vector
and y; is either 1 or -1 denoting the class label for binary classification. Separating
the hyper-plans is of the following form:

WX—-b=0 (3.4)
W is a vector that points perpendicularly to the separating hyper-plane and b

parameter is used to adjust the margin. The following figure 3.4 illustrates the
two class classification problem and its corresponding decision hyper-plans:
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Figure 3.4 — Support Vector Machine (SVM)

Even if, Cj, Cy and H can separate two classes perfectly, H is the optimal one
because it maximizes the distance between H, and H;.

depending on whether the data is linearly separable or not, the SVM can make
use of kernels. If data is linear, the construction of hyper-plane is always possible.
Otherwise, the usage of kernels in order to map into a higher dimensional feature
space is a fundamental element for finding separating hyper-plane.

3.2.24 K-Nearest-Neighbor

K-NN is an instance-based non-parametric classifier method. It has been devel-
oped first by Evelyn Fix and Joseph Hodges in 1951. Although it is simple, K-NN
is powerful and effective in many tasks Huggins and Rudin (2014); Burges (1998).
KNN stores all available examples and classifies new examples based on a sim-
ilarity measure (e.g distance function). Moreover, it does not have a specialized
training phase and uses all the data for training during classification (Lazy learn-
ing algorithm). A new data-point is classified by a majority votes for its neighbor
classes. In other word, each new object is assigned to the most common class
amongst its K nearest neighbors. The following steps can provide a further expla-
nation.

1. Step 1: During the first step of KNN, we must load the training as well as
test data.

2. Step 2: Choose the value K of the nearest neighbors.
3. Step 3: For each point in the test data do the following;:

(a) Calculate the distance between test data and each row of training data
relying on some distance functions such as: Euclidean, Manhattan or
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Hamming distance. The most commonly used method to calculate Eu-
clidean distance is between two examples X and Y.

(3.5)

(b) The test data will be assigned a class which is the most frequent among
the k training samples nearest to that point.

: I
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i I
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Figure 3.5 — K-Nearest-Neighbor (KNN)

3.2.3 Validation techniques

Evaluating the performance of a machine learning model is an integral compo-
nent of any data science project. Model evaluation aims to estimate the general-
ization performance (Accuracy, AUC, Error estimate, etc) of a model on unseen
data. Different techniques are introduced in the literature.

3.2.3.1 The train/test/validation split

After cleaning and normalizing all datasets, the most important step before feed-
ing machine learning classifiers is to split the datasets at hand into Train/Test and
validation set. This splitting pre-processing is a crucial stage in machine learn-
ing because training the model on the entire dataset leads to the likelihood of
over-fitting to the training set. This process results in less generalization ability
and un-reliable biased results. In order to construct a machine learning model,
we generally split the data into three subsets: train, validation (development set),
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and test subsets. The training set is employed to train the model; the validation
set is used for model selection while the test set is holdout for the final model
evaluation. The familiar way to split the data is the following: 60% of the data for
training, 20% for validation and 20% for test set. Setting up the training, devel-
opment (dev) and test sets has a huge impact on productivity. It is important to
choose the dev and test sets from the same distribution and it must be taken ran-
domly from all the data. In the modern era of machine learning and deep learning
when we are working with much larger datasets, the know-how old guidelines of
data splitting have changed. For bigger datasets (>>1M examples), the dev and
test set can have around 10,000 examples each for instance (only 1% of the total
data).

3.2.3.2 Holdout technique

The purpose of holdout evaluation is to test a model on different data than it was
trained on, which may provide an unbiased estimate of a classifier performance.
In this technique, the data is randomly divided into:

e Training set is a subset of the dataset meant to train the model.

e Validation set is used to check the performance of the trained model,
parameter-tuning and for model selection.

o Test set is holdout for final evaluation.

The holdout technique is useful because of its speed, simplicity and flexibility.
However, this technique is often associated with high variability since differences
in the training and test dataset can result in huge differences in the estimate of per-
formance especially when the distribution of data on training is totally different
from the distribution of validation/test sets.

3.2.3.3 Cross validation (CV)

Cross Validation is the well-known validation technique; it divides the whole
dataset into training and testing set where the test set (unseen by the classifier)
is used to check the performance of the model. Several types of cross-validation
are proposed in the literature. The most common type is k-fold cross-validation.
It divides the whole dataset into k subsets approximately of the same size. k-1
subsets are merged into a training subset and the remaining subset is left out for
tinal evaluation of the model. The evaluation procedure is repeated for different
subsets k times. This results in k trained models. The cross validation perfor-
mance is eventually computed as the mean average of all estimated performance
of each model. The following figure 3.6 illustrates the cross-validation procedure
with k=5:
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Figure 3.6 — K-folds cross-validation evaluation method with k=5 folds.

For unbalanced datasets where the majority of instances sometimes have the same
class, using k-fold cross-validation is not a good choice since it is probably that
some generated subset will have the same class for all examples. As a result, the
predictor will results in biased results. Another version of k-cross-validation is
leave one out cross-validation (LOOCV) where k equal to the number of instances
in the dataset. In fact, each sample is used to test the performance of the model
and the rest of samples are meant to train the model. For large datasets (large
M), LOOCYV is impractical since the evaluation process will repeat M times. In
addition, it is very sensitive to outliers in data since the model is tested against
just one data example.

StratifiedKFold is another variation of cross-validation technique. It is an excel-
lent alternative when dealing with unbalanced datasets since it splits the entire
dataset into subset of approximately equal class distribution.

3.2.3.4 Statistical tests

When performing several executions of a given feature selection method, differ-
ent results are generated (e.g. after applying a k-fold cross validation). In this
situation, statistical tests may be performed to check if there are significant differ-
ences among the medians for each method. In this thesis, the most used statistical
methods is standard deviation since it describes how spread out the values are. A
low standard deviation means that most of the generated results are close to the
mean (average). A high standard deviation means that the values are spread out
over a wider range. It could be helpful to indicate how much the obtained results
are across all iterations.
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Table 3.2
Confusion matrix representation
Prediction
Truth o :
™ Positive Negative

Positive  True positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)

3.2.4 Evaluation metrics
3.2.4.1 Confusion Matrix

Model evaluation metrics are indispensable to assess model performance. The
choice of evaluation metrics depends on the machine learning task at hand (such
as classification, regression, clustering, community detection etc). Supervised
learning tasks such as classification and regression constitutes a majority of ma-
chine learning applications. In this Thesis work, we focus on metrics for binary
classification tasks.

The performance of the classifier can also be evaluated using the so-called Con-
fusion Matrix which is a table of two possible outcomes as is illustrated in the
table 3.2.
Let’s define the basic concepts of confusion matrix:

e True Positive (TP): for correctly predicted event values.

e True Negative (TN): for correctly predicted no-event values.

e False Positive (FP): for incorrectly predicted event values.

o False Negative (FN): for incorrectly predicted no-event values.

Using the confusion matrix, several standard evaluation metrics can be defined
and computed for binary classification.

3.2.4.2 Basic evaluation metrics:
Accuracy

For what fraction of all instances is the classifier’s prediction correct (for either
positive or negative class)? More formally, using the confusion matrix, the accu-
racy metric can be defined as:

TP +TN
TP+TN+ FP+FN

Accuracy = (3.6)

For unbalanced datasets, accuracy metric is not recommended as the majority of
instances have the same class.

Classification error (1-Accuracy)

For what fraction of all instances is the classifier’s prediction incorrect? The Clas-
sification error can be defined as the following:

FP+FN
TP+TN+ FP+ FN

Classi ficationeyor = (3.7)
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Precision

What fraction of positive predictions are correct? Precision is defined as the num-
ber of true positives divided by the number of true positives plus the number of
false positives.

TP
Precision = m—w (38)

Recall

Also known as True positive rate (TPR), sensitivity or probability of detection. It
is the ratio of correct positive predictions to the total positives instances. In other
words, what fraction of all positive instances does the classifier correctly identify
as positive? Formally, Recall is defined as:

L TP
Recall/TPR/Sensitivity = TP+ FN (3.9)
Specificity
It is defined as the following;:
e TN
Speci ficity = TN+ FP (3.10)

Area Under the ROC Curve (AUC-ROCQ)

The area under the ROC curve measures the performance of the classifier at var-
ious thresholds settings. As illustrated in figure 3.7, the ROC curve (Receiver
Operating Characteristic) plots the true positive rate (TPR) on the y-axis versus
the false positive rate (FPR) on the x-axis.
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Figure 3.7 - ROC-AUC curve. The AUC represents the degree of measure of separability.
The higher the AUC, the good classifier is at classifying data examples.

Root Mean Square Error (RMSE)

RMSE is frequently used metric. It measures the difference between the predicted
value by the classifier and the true value. RMSE is defined as follows:

m

RMSE = 1 Z(Predict(i) — True(i))? (3.11)

m
1

Where Predict(i) denotes the prediction probability of instance i and True(i) de-
notes the actual probability.

3.3 Software tools

The experiments performed in this thesis were executed using the software tools
Paython, Weka and R, which are described in the following paragraphs:

1. Matlab (Matrix Laboratory)Matlab (2013) is a numerical computing envi-
ronment, well known and widely used by scientific researchers. It was de-
veloped by MathWorks in 1984. Matlab allows matrix manipulations, plot-
ting of functions and data, implementation of algorithms, creation of user
interfaces, and interfacing with programs written in other languages, includ-
ing C, C++, Java, and Fortran.
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2. Weka (Waikato Environment for Knowledge Analysis) Hall et al. (2009) is
a set of machine-learning algorithms for data mining problems. The algo-
rithms can be either applied directly to a dataset or called from your own
Java code. Weka contains tools for data preprocessing, classification, regres-
sion, and visualization. It is also well suited for developing new machine
learning algorithms.

3. Python Van Rossum and Drake Jr (1995) is powerful programming lan-
guage, easy to learn. It has efficient high-level data structures and a sim-
ple but effective approach to object-oriented programming. The Python in-
terpreter and the extensive standard library are freely and publicly avail-
able in source or binary form for all major platforms from the Python Web
site:thttps://www.python.org/.

3.4 Summary of the chapter

In this chapter, the quintessential focus of this pinpointed discussion has been
emphatically placed on the properties of the evaluation methodology commonly
applied in feature selection. First, we have presented the evaluation methodology
used in this thesis. Second, we have described the employed datasets to check the
validity of the proposed FS. In addition, we have discussed the well-known eval-
uation and validation techniques. As to the end of the chapter, the software tools
used to implement the previously discussed FS methods have been presented.

The following chapters (4, 5, 6 and 7) will be devoted to the proposed feature
selection methods developped to efficiently identify and select the optimal fea-
tures. The next chapter will discuss two proposed FS methods. The first one is an
hybrid filter-wrapper method and the other one relies on graph representation to
quantify the reliability of selected features.
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In this chapter, two feature selection methods are proposed. The first one is a
hybrid filter-wrapper method based on pairwise feature evaluation. It combines
the speed up of filters and the high performance of wrapper. However , it fails at
capturing and identifying high-order interactions especially when dealing with
complex real-world tasks. For this reason, a graph feature selection method is
proposed where feature space is modelized using a graph representation. Each
feature is represented by a node. A modularity function is applied to split the
whole graph into communities and the best subset of features is selected among
the identified ones. This proposal shows its effectiveness in selecting the proper
features as it is evaluated on eight benchmarking datasets which are previously
discussed in chapter 3.

4.1 Introduction

Feature selection is a very important pre-processing technique in machine learn-
ing and data mining. It aims to select a small subset of relevant and informative
features from the original feature space which may contain many irrelevant, re-
dundant and noisy features. Feature selection usually leads to better performance,
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interpretability, and lower computational cost. In the literature, FS methods are
categorized into three main approaches: Filters, Wrappers, and Embedded. Given
the choice between wrapper and filter approaches, wrappers are often preferred
when a learning algorithm has already been selected, because wrappers rely on
learning algorithm to select feature subsets that perform well with this particular
algorithm. A serious drawback of wrappers is their high computational require-
ment and their possibility to over-fit. Filter methods, by evaluating features one
by one, do not share this disadvantage, and are thus generally much faster than
wrappers. There is, however, a drawback to considering every feature by itself:
By not pair-wisely evaluating features, filters fails dealing with correlations and
redundancies.

In the first contribution of this chapter, we propose a hybrid filter-wrapper ap-
proach to feature selection. We use a learning algorithm to evaluate the perfor-
mance of pairs of features. This constitutes the wrapper part of our proposal. We
then rank the features based on the matrix of pairwise performance which consti-
tutes the filter part of our approach.

Based on the limitations of the first proposed method, we have introduced a new
feature selection method called graph feature selection (GFS). The main steps of
GFS are the following: first, we create a weighted graph where each node cor-
responds to each feature and the weight between two nodes is computed using
a matrix of individual and pairwise score of a Decision tree classifier. Second,
at each iteration, we split the graph into two random partitions having the same
number of nodes, then we keep moving the worst node from one partition to an-
other until the global modularity is converged. Third, from the final best partition,
we select the best ranked features according to a new proposed variable impor-
tance criterion. The results of GFS are compared to three well-known feature
selection algorithms using nine benchmarking datasets. The proposed method
shows its ability and effectiveness at identifying the most informative feature sub-
set.

4.2 Pairwise feature evaluation

In the first proposed algorithm of this chapter, we introduce a new feature selec-
tion algorithm based on evaluating features on pairs. Some algorithms of feature
selection based on pairs are already proposed in the literature. Trand hellem and
al Bo and Jonassen (2002) present two alternative methods for selecting a subset of
features based on evaluating pair of features. One exhaustive called “ All pairs ”,
in which the authors consider all pairs of features. After calculating pair t-scores
(conditional t-score) for all possible pairs, they select the top-ranked pairs; then
all pairs containing any of these two features are removed from the remaining list
of pairs. The highest scoring pair from the remaining list is chosen, and so on.
This method is computationally expensive when the number of features is impor-
tant. The second method called (greedy pairs) is faster; it ranks features individ-
ually using t-score, subsequently, this procedure firstly selects the best features
ranked by t-score, then it seeks to find the feature that together with an already
selected feature maximizes the pair t-score, these two features are removed from
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the list of the remaining features, and so on. The main drawback with the t-score
approach is that the data are supposed to be normally distributed. In Dreiseitl
and Osl (2009), Stephan Dreiseitll and al. propose a hybrid filter-wrapper algo-
rithm. They start by choosing the feature with the highest individual discrimina-
tory power using Logistic Regression and AUC metric, then they incrementally
rank features by choosing as next feature the one that achieves the highest AUC
in combination with an already chosen feature. We found that this method has
three drawbacks:

e First, using only the top ranked feature as a starting point can lead to a sub-
optimal subset since it does not guarantee that the first obtained pair of fea-
tures is the best pair among all the available ones.

e Second, the process of feature selection does not take into account all the
previously selected features but only one of them, hence, we can maximize
the score of the obtained pair but decrease the overall score of the whole set
of chosen features. Moreover, this process allows the selection of redundant
features or highly correlated features with the already chosen features. Let
A be the chosen set of features and B, C, D the remaining set of features.
Suppose that B and C are redundant and that the pair (A, B) have the maxi-
mum score. After B have been chosen, C will be chosen at the next iteration
as it will also maximize the score (A, C).

e Third, the use of the Logistic Regression (with a 10-folds cross validation)
shows to be extremely slow in practice using datasets of moderate size.

421 Proposed method

In this section, we propose a new approach which avoids the drawbacks of the
previous works and is much faster to run. We, first, introduce our features se-
lection algorithm and then we will motivate each step of it. Suggested pairwise
feature selection method is processed using two folds cross validation. The score
is determined as the average AUC of the decision tree. At each phase, the selected
teature should satisfy two criteria. The first one is about avoiding the selection of
redundant features and the second one is about selecting the best features among
those satisfying the first criterion. The following steps give a more precise de-
scription of the algorithm:

1. Step 1: Rank all features individually.

The process of ranking of each feature is done by using the AUC score of
Decision Tree model trained only on this feature. In this procedure, features

are ranked from the most to the least relevant according to the values of
AUC score.

2. Step 2: Compute pairwise AUC score.

Calculate the AUC score of all pairs of k best features with all the features
and store them in an N x /N symmetric matrix of pairwise scores where the
diagonal is initialized by the individual AUC score of all features.

3. Step 3: From the best pair of features, select the feature F; with the highest
individual score as the starting feature.
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e S=F; initialize S by the best first feature.

e R=remaining features

4. Step 4: Iterate the following until we reach the desired number of fea-
tures.
The next selected feature f; should obey the two following criteria succes-
sively:

(@) The pair AUC score of the current and already selected features should
be greater than the individual AUC score of already selected features.
Formally we can write :

C=A{fi} ifAUC(F; Fs) > AUC(F,)V F; € SandV f; € R (4.1)
C=R otherwise ’
(b) The best feature should also maximize the following score:
argmazicc Y (AUC(fi, fs) — AUC(f.)) x AUC(.) (4.2)

seS

(c) Compute all pairs of the selected feature.

After computing the scores of individual features, we compute the pair scores of
K best features in step 2. Instead of computing all the pairs, which is time con-
suming. We choose K to be the square root of the number of features. The reason
behind is that the best features will highly have the best pair scores among all ex-
isting pairs. K can also be set manually by the user to override the default choice.
After choosing the starting feature, we iterate over all the features to select the best
next one. In Bo and Jonassen (2002), the process of selection is only based on score
maximization of the current feature with one of the already selected features, but
this can lead to the selection of redundant features. To avoid this problem, at each
iteration we create a set C of candidate features 4.1, this way we achieve two
objectives: the candidate feature is not redundant and it interacts well with all
selected features not with just one of them. If no candidates are found, we allow
C to be the remaining set R.

Next step, for each candidate we compute a score using the equation 4.2, the
selected feature is the candidate maximizing that score among all the candidates.
The equation 4.2 has two parts: AUC(F}, F}) is the increase in the AUC score
when f; interacts with f,. But since an increase of an AUC score from 0.8 to 0.81
is more significant than an increase from 0.6 to 0.61, a weighting term should be
introduced to take the importance of the already selected features into account.

4.2.1.1 Evaluation

The proposed method has been evaluated using just two folds cross-validation
instead of ten folds in Dreiseitl and Osl (2009), the reason for that choice will be
explained later. At each iteration, the quality of features ranking is determined
using AUC score of the Decision tree classifier with depth equal to three. The
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depth parameter is chosen to be small as we do not intend to build the best model
for each pair, which needs an exhaustive search among all the hyper-parameters
of the decision tree but rather evaluate the relative performance of each pair of
teatures. We choose to use the AUC metric because it is more suitable for evalu-
ating the performance of classifiers on unbalanced data sets. The final subset of
selected features is evaluated using a Random Forest with a grid search strategy
for the hyper-parameters. The AUC score is computed using the out of bag (OOB)
score of the random forest model.

4.2.1.2 Experiments

This section illustrates the evaluation of our method in terms of AUC score in
order to detect how well our method is.

Our method is evaluated in two parts:

i. Evaluation of the selection process itself without the involvement of any
parameters as the first benchmarking.

ii. Evaluation of the choice of using some parameters (Classifier, number of
folds cross validation) as the second benchmarking

First experiment

The first benchmarking is about comparing our approach with SDreiseitl1 et al
Dreiseitl and Osl (2009) to figure out the strength of our feature selection method.
We set the parameters as described in Dreiseitl and Osl (2009): the classifier used
to evaluate pair of features is the Logistic regression and the cross validation is
done with 10 folds.

or | . — Our_LogR_CV10 0.75 — Our_LogR_CV10 — Our_LogR_CV10
. — SDreiseitl1_all — SDreiseitl1_all — SDreiseitl1_all

0 5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25

(a) Dataset: credit card (b) Dataset: sonar (c) Dataset: spambase

0.75 086 - i I - - 1 : ' - -
— Our_LogR_CV10 — Our_LogR_CV10 0.65 — Our_LogR_CV10 ||
— SDreiseitl1_all osar ) — SDreiseitl1_all [] — SDreiseitl1_all
i i 060 i i

5 10 15 20 5 o 5 10 15 20 25 o 5 10 15 20 25

(d) Dataset: ds1.100 (e) Dataset: musk (f) Dataset: madelon

Figure 4.1 - Comparison of our feature selection approach (blue curve) and SDreiseitlly
approach (green curve). The x-axis is the number of selected features. The y-axis is the
performance in terms of AUC score using LR and 10 folds cross-validation.
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The illustrated results in Figure 4.1 show that our method outperforms SDrei-
seitll et al pairwise method in most datasets, especially Credit card client, Sonar
and madelon datasets. Maximizing only the score of one of the selected features
Dreiseitl and Osl (2009) may work well on some datasets but clearly shows its
limits on other datasets especially on those with very few instances (208 instances
in sonar) or a high number of features (500 features in madelon). Our selection ap-
proach based on optimizing all the interactions with previously selected features
shows to be more consistent across all the datasets even those with high number
of features or low number of instances.

Second experiment

In the second benchmarking, we will study the impact of the parameters (classi-
tier, number of folds) on the quality of the selected features. We will use Deci-
sion Tree with 2 folds cross validation (DecisionTreecys), Decision Tree with 10
folds cross validation (DecisionTreecv10), Logistic regression with 10 folds cross-
validation (LogRegressioncyip) and Logistic regression with 2 cross-validation
(LogRegressioncys).

AUC Score
AUC Score

AUC Score

— DecisionTree_CV2 0.88 |-
— DecisionTree_CV10 0.86 |-
— LogRegression_CV2

— LogRegression_CV10

DecisionTree_CV2
DecisionTree_CV10
LogRegression_CV2
LogRegression_CV10
I I

— DecisionTree_CV2
— DecisionTree_CV10
—  LogRegression_CV2 073

LogRegression_CV10
I I

i L i L i L
5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25
Number of selected features Number of selected features Number of selected features

(a) Dataset: credit card (b) Dataset: sonar (c) Dataset: spambase
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DecisionTree_CV2
DecisionTree_CV10
LogRegression_CV2
LogRegression_CV10

DecisionTree_CV2
DecisionTree_CV10
LogRegression_CV2 0.65
LogRegression_CV10

DecisionTree_CV2

DecisionTree_CV10
LogRegression_CV2 088 |
LogRegression_CV10

0 5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25
Number of selected features Number of selected features Number of selected features

(d) Dataset: ds1.100 (e) Dataset: musk (f) Dataset: madelon

Figure 4.3 — Impact of the parameters on our feature selection algorithm. The x-axis is the
number of selected features. The y-axis is the performance in terms of AUC score using
LR and DT with 2-folds and 10-folds cross-validation. The performance of our FS method
(DecisionTreecy2) using just 2-folds cross validation outperforms other methods.

As we can see in the Figure 4.3, the classifier Decisiontreecy, outperforms other
classifiers in terms of AUC score in three datasets: Credit Card client, Sonar and
madelon. Using the two datasets spambase and ds1.100, Decisiontreecy 2 has sim-
ilar score compared to the other classifiers. For dataset Musk, Decisiontreecy
performs well at the start, then AUC score decreases a little after the sixth selected
feature. Therefore, it is clear that the use of the classifier Decisiontreecy - in our
pairwise method is the best choice.
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Regardless of the number of folds used in the experiments, we can see that De-
cision tree outperforms Logistic Regression. This is due to the fact that Logistic
Regression is a linear model that can not handle nonlinear interactions that may
exist between features. Therefore, we recommend the use of Decision trees with
depth equal to 3 over Logistic Regression as it gives better performance and ex-
ecutes much faster. We, also, recommend the use of a 2 folds cross validation
strategy which is very advantageous in terms of execution time without loss of
performance.

4.2.1.3 Limitations

In this first method, we have proposed a hybrid filter-wrapper feature selection
method that combines advantages of both wrapper as well as filter approaches,
by using Decision tree and the area under the ROC curve (AUC) to evaluate pairs
of features. The experiments were designed to evaluate the performance of the
proposed approach with six benchmark datasets. The results indicate that the
selected subset of features by the proposed approach has a good classification
performance especially for datasets of moderate size. For madelon dataset which
contains 500 features, the proposed pairwise method P-FS quickly achieves its
highest AUC score with only 16 features then, P-FS performance starts to down-
grade. This is not surprising since relying just on pairwise interactions leads to ig-
nore third or higher-order feature interactions that cannot be found looking only
at pairs of features. To capture beneficial feature interactions of high-order, we
suggest to use graph representation where all possible interactions are taken into
account.

4.3 Graph feature selection

The second method of this chapter is the proposal of a new feature selection ap-
proach based on graph data representation counting on community detection in
order to reduce the search space and select the best performing feature subset.
The choice of the graph representation is made relying on the fact that graphs are
powerful and many-sided data structure which allow us to easily represents real
world datasets and the interactions between different type of features.

4.3.1 Graph representation

A graph, or a network, G is simply a couple of collections (N; E), where N is a
set of nodes and E is a set of edges, so that each edge being a pair of nodes in N.
Nodes are also referred to as vertices. Edges are also referred to as links or con-
nections. If each edge is an unordered couple of vertices, the edge is undirected.
Thus, the graph is an undirected graph. Otherwise, if each edge is an ordered
couple of vertices, the edge is directed from one vertex to the other. So, the graph
is a directed graph. In this case, an ordered couple of vertices (v;;v;) is an edge
directed from vertex v, to vertex v,. If each edge has an associated numeric value
called weight, the edge is weighted, and the graph is a weighted graph. Figure 4.5
shows four models of graphs, including an undirected graph, a directed graph, a
weighted undirected graph and a weighted directed graph. In this contribution,
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we have used the weighted undirected graph to represent the underlying inter-
ations between features relying on the fact that the pairwise score between two
features (F71; F5) is the same as the score of (Fy; F}) .

Modeling feature selection problem by graphs or networks offers an ideal tool
to visualize how the features and variables interact to properly classify a given
dataset. In our proposal graph theoretical based approach for feature selection, a
feature selection problem is conceptualized as a graph G(N; E), where N is the set
of nodes denoting features/variables and E is the set of edges denoting interac-
tions or the pairwise AUC score in our proposed Graph feature selection (GFS).
The interaction between two nodes u and v is represented by the edge e,., of the
graph.

Undirected graph Directed graph Unairected weighted ~ Directed weighted
Graph Grgph

Figure 4.5 — Graphs’ examples

4.3.1.1 Community detection

Undoubtedly, the structure of interactions among features/variables in real-world
datasets is complicated Girvan and Newman (2002); Newman (2003). Therefore,
modeling and analyzing them using graph structure is a crucial key in discovering
and selecting the informative features among thousand of irrelevant/redundant
ones. The graph representation habitually displays community structure (some-
times referred to as clustering). A network is said to display such structure if
its nodes can be divided into either overlapping or disjoint groups such that the
number of internal edges exceeds the number of external edges by some reason-
able amount. An internal edge is a link connecting two nodes belonging to the
same groups, whereas an external edge is a link connecting two nodes of differ-
ent groups. Networks exhibiting a community structure may frequently display
a hierarchical community structure as well. This signifies that the network may
be partitioned into a small number of large communities, and each of these may
be partitioned into many smaller communities. Various algorithms that reveal
the hierarchical community structure of graphs are introduces in the community
detection literature Akachar et al. (2021).

4.3.1.2 Modularity

The Modularity algorithm which has been introduced by Newman and Girvan
Newman and Girvan (2004), is a measure that evaluates the goodness of a net-
work’s division into communities. The goal of the modularity function is that a
random graph is not supposed to have a community structure, so the probable
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presence of communities is exposed by the comparison between the real density
of edges in a subgraph (a community candidate) and the density one would ex-
pect to have in a randomized version of the same sub-graph. The randomized
version of the subgraph is a portion of a randomized version of the complete in-
put network referred to as a null model, i.e., a representation of the original graph
having some of its fundamental characteristics yet without community structure.
Before explaining the main idea of this function, we need to define some concepts
related to it.

Definition (Adjacency matrix): The adjacency matrix A¢ for an undirected and
weighted graph G of N nodes is a square matrix of ones and zeros that indicate
whether pairs of nodes are adjacent or not in the graph. The adjacency matrix ele-
ments a;,; are one when there is an edge between two nodes i and j, and zero when
there is no edge between them. More formally, for an undirected and weighted
graph G = (N, E) where N = {1,2,...,n} and E = {ey, e, ..., €,,}, the adjacency
matrix Ag of Gis an n x n matrix: AG = |[a; j]1<i.j<n Where:

{1 if w;; > 00 otherwise 4.3)

where w; ; is the pairwise score between two features F; and Fj

Definition(Node degree): In undirected and weighted graph G = (N, E), the
degree of a node is the number of edges connected to the node. In terms of the
adjacency matrix AG, the degree for a node indexed by iis: d(i) = >_;cy ai;

Consider a graph G = (N; E) with |N| = n is the number of nodes and |E| = m is
the number of edges. Assume we are given a community structure P for the graph
where P = {C1;Cs; ...; C,.} is a partition of N into communities. As mentioned
above, from the view of modularity, the quality of a community division of a
network can be asserted by the difference between the actual fraction of edges
within communities and that expected fraction of edges in an equivalent random
network. Modularity can then be written as follows:

o(P) = > (Ay = Py)i(C, Cy) (4.4)

2m 4=
)

Where the sum runs over all pairs of nodes, A is the adjacency matrix, m the total
number of edges of the graph, and P,; represents the expected number of edges
between nodes i and j in the equivalent random graph,P is a partition of the graph
into communities, C; and C; are the communities of nodes i and j respectively, and
§(C;,C;) = lifnodesiandjare in the same community (C; = C};), and 0 otherwise.

4.3.2 Proposed method

The main steps of the proposed algorithm are the following: first, we rank all fea-
tures individually regarding to the AUC score of decision tree. Second, we com-
pute all pairs of features and store them in an NxN matrix. Third, we construct
a weighted graph G where each feature is represented by a node and the edge
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between two nodes corresponds to the pairwise score. Fourth, after constructing
the graph G, we split the nodes of the whole graph into two random partitions
which contain the same equal number of nodes. Fifth, we move the node (fea-
ture) of lower fitness from one partition to another and compute the modularity
Q. The step 4 and 5 are repeated until convergence (Q is maximum). The eventual
tinalization of this splitting and moving procedure, we result in several groups of
features. At this stage, we propose a new criterion to select the most informative
and relevant features.

For an in-depth analysis of the proposed graph feature selection algorithm, we
suggest the following pseudo-code:
1. Compute individual score.
All features are ranked in decreasing order of AUC score of the decision tree.

2. Compute the pairwise score.

We calculate the score of pairs of features and we store them in an NxN
matrix where the diagonal is initialized by the individual score.

3. Create a weighted graph G.
We construct a weighted graph G where each node corresponds to each fea-
ture, and the pairwise score between two features is used as the weight of
the edge between two nodes.

4. Split the graph G.

After the post-graph G construction step, we split the whole nodes of this
graph into two random partitions having the same number of nodes.

e Moving the node (feature) with the lower fitness from the current par-
tition to another and calculate the local modularity q. This step is re-
peated until K nodes are moved or when the local modularity q cannot
be improved any further.

o The fitness of each node is calculated as the sum total of all the weights
of the outgoing edges derived from that node.

e Each partition can be viewed as sub-graph.

5. Repeat the splitting process until convergence.

We keep splitting the node of each sub-graph until the global modularity of
the initial graph G is maximum. We defined the convergence of our algo-
rithm as follows: Our algorithm is converged when the difference between
the global modularity of two successive iterations is smaller than a given
values C.

6. Feature selection

From the final communities (partitions), we try to select the most informa-
tive and useful features meant to build a good model. The final best features
should be abided by the following variable importance criterion:

vy o T 1S

5 (4.5)
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Where VI is variable importances, NDIP is The node degree inside the par-
tition, TD is the Total degree of the initial graph G and IS represents the
Individual score.

After ranking features according to the proposed criterion, the top ranked fea-
tures are selected as the best subset and the remaining features are discarded and
removed.

4.3.3 Starting example

To both illustrate and give more information about this proposed procedure, we
apply it on a generated dataset of 7 features.

e Step 1: Compute individual and pairwise score

A decision tree with depth equal to two, we compute all AUC scores and
store them in NV x N matrix as follows:

Table 4.1
Individual and pairwise score using decision tree classifier.

Fr F F F, F5 F& F
F, 05 07 08 051 03 06 059
F, 07 04 082 066 09 04 077
F; 08 082 06 035 04 06 092
Fy 051 066 035 03 083 044 055
F; 03 09 04 08 02 051 073
Fs 06 04 06 044 051 07 061
F; 059 077 092 055 0.73 061 052

e Step 2: Construct a weighted graph G
Based on the previously created matrix, we construct a weighted graph G
in which each node represents its correspondent feature and the weight of
each edge matches the pairwise score between two features.
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Figure 4.6 — Construct a weighted graph G based on the scores presented in table 4.1.

e Step 4: Split the graph G

We split the graph G randomly into two partitions of the same number of
nodes. In our case, the partitions are the following:
— Partition 1: contains the features F}, Fy, Fg, Fr

— Partition 2: contains the features F3, Fy, Fx

F2
...... o7
<
Q’.l
o
F1 e /\/\ ............ f ERRRE R EE R R R XA REECRECRERRCRECREEE | F3
Q- /
A |
1 ]
o e NS o
G o b e 1&
e ) te . ,/‘. 1
YA P .[ .................................... PRy -
5 ; Fa
- <-7 7
“L 7
o> e 0 N6 el ’ PG
IS A PR S
Fe

Figure 4.7 — Split the graph G into two random partitions. The first partition includes
(F1, F»,F7 and Fs ) while the second partition includes (Fs, Fy, andFs).
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After splitting the initial graph G, we start moving nodes from one partition
to another. The node with the lower fitness should be moved. Let’s compute
the fitness of each node as discussed previously in the pseudo-code.

Table 4.2
The fitness value of each feature

P F  F3 Fy F5 Fg Iy
Fitness value 3.5 425 389 334 367 316 4.17

From the computed finesses, it is obvious that the node F6 must be moved
to another partition as it is displayed in the following figure 4.8.
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Figure 4.8 — Moving nodes from one partition to another. The node Fg is moved from the
first partition to the second aiming to increase the local modularity q.

As long as the local modularity q does not reach its maximum yet, the mov-
ing procedure is repeated until K nodes are moved.

e Step 5: Repeat the process of splitting and moving until the global modu-
larity Q is converged.

We keep splitting the partitions of the graph randomly until the global mod-
ularity is converged which means that the final partitions are the best parti-
tions. In our experiment the algorithm is converged when the global modu-
larity Q of two successive iterations is smaller than 0.001. The final detected
communities or partitions are the following:
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Figure 4.9 — keep splitting the partitions of the graph randomly until the global modular-
ity Q is converge. At the end of the splitting process, Three partitions are returned.

o Step 6: Feature selection. From the final best partitions detected by the
proposed algorithm, we will select the best performing subset of features.
By applying the proposed criterion of variable importance, here there are
the ranking of all features.

— VI(R) = 25°° — 0.262
— VI(F) = TS 92
— VI(Fy) = 25 032
— VI(F) =25 _ 0174
— VI(F) = T2 0124
— VI(Fs) = 257~ 0.362
— VI(F) = Z5% 972

Relaying on the variable importance of all features, the best feature subset
selected by the proposed graph feature selection is [Fg, F5, F7, F1] and the
remaining features must be discarded.

4.3.4 Evaluation

In this section, an experiment is conducted to evaluate the effectiveness and the
efficiency of the proposed graph feature selection algorithm. The performance of
our algorithm (Graph-FS) is compared to three well-known feature selection al-
gorithms which are: LASSO 2.4.1, RIDGE 2.4.2 and Recursive feature elimination
with cross validation (RFECV)Akhtar et al. (2019).



Chapter 4. A Graph-Based Approach for Feature Selection 88

Each dataset is divided into train and test set. The train set is used with two
folds cross-validation to compute the weight matrix. The decision tree with depth
equal to 2 is trained using just one feature to initialize the diagonal of the matrix
(individual score), and we trained the same model using a combination of two
features (pairwise score) and store them in the same matrix.

The final feature subset selected by each feature selection algorithm in the com-
parative study previously conducted (Graph-FS, LASSO, RIDGE and RFECV) is
evaluated on the holdout set (test set). For the sake of a fair comparison, the Ran-
dom forest with a grid search strategy is trained using each generated feature sub-
set, and the AUC score is calculated on the out of bag (OOB) score of the random
forest. The choice of AUC score is based on the fact that it is proper performance
measurement than accuracy for the classification problem where datasets are un-
balanced Hossin and Sulaiman (2015).

4.3.5 Experiments

To test the performance of the graph feature selection at splitting the graph into
best partitions, we compute the local modularity q and the global modularity Q
using the graph constructed using the dataset chess which contains 36 vertices.
Our algorithm Graph-FS detects four partitions after maximizing the global mod-
ularity Q as is shown in the figure 4.10 .After moving each node at each iteration;
the local modularity is remarkably increased. When the local modularity cannot
be improved any further, the moving procedure should be stopped and then, we
try to split the graph G again until no improvement can be achieved in the global
modularity.
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Figure 4.10 — The local q and global modularity ©Q on chess dataset. q is used to decide
when to stop moving nodes from each partition to another while Q is meant to decide
when to stop the graph splitting process.
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Figure 4.11 — The performance of all feature selection methods in a comparative study.
The x-axis is the number of selected features. The y-axis is the performance in terms of
AUC. Graphrgs shows its effectiveness almost on all datasets except for caravan.
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The figure 4.11 presents the performance in terms of AUC score of each feature
selection algorithm used in the comparative study. The results show that the
Graph-FS drastically outperforms other algorithms (Lasso, Ridge, RFECV) in all
datasets (Except for caravan dataset) particularly those that have higher number
of features. For example, ds1.100 7.5(g), madelon 4.12(f), santander 4.12(g) and
musk 7.5(i) which contain 100, 500, 371 and 167 features respectively.

4.4 Summary of the chapter

In this chapter, we have presented the methods we propose to feature selection
aiming to properly select the informative features.

In section 4.2.1, we have described in details the proposed pairwise method in
feature selection. The proposed method consists of two main steps. First, it ranks
teatures individually which constitute the filter part. Second, it pair-wisely eval-
uate features which constitute the wrapper part.

The second method has been presented in the section 4.3.2. The proposed method
based on graph representation and on the proposed variable importance criterion.
From a created graph using a matrix of individual and pairwise scores, we try to
split it into best partitions (communities) then, based on the variable importance
criterion, the features that verify the proposed criterion are chosen as the best
feature subset.

In future works, we will try to identify the feature that should be used to construct
the graph and prevent those with no extra information. This step could speed up
remarkably the whole process and it will be easy to execute the proposed algo-
rithm on high dimensional datasets.

The next chapter will be devoted to another proposed FS method which is based
on the ensemble technique. The proposed ensemble feature selection method en-
sures the stability of selected subsets.
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“two heads are better than one.".
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Since ensemble feature selection is the recent advance in feature selection litera-
ture, in this chapter, we introduce our proposed ensemble feature selection sys-
tem (EFS). This latter ensures diversity which leads automatically to avoid the
redundancy problem in feature selection. Moreover, it ensures the stability of the
generated feature subsets. Our proposed approaches are evaluated using eight
benchmark datasets. The results show the effectiveness of our ensemble selection
approaches.

5.1 Introduction

In this chapter, we propose a new feature selection algorithm based on ensemble
selection from libraries of models where each model is trained using one feature
only. The main idea of EFS system is to select an optimal ensemble of models from
the library that optimizes a given metric. Since each model corresponds to exactly
one feature, the subset of selected models corresponds to the subset of optimal
features.
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First, for each feature we train different models using different classification al-
gorithms and different parameter settings. The set of all models represents our
library of models. Second, we use a selection with replacement technique to find
the optimal subset of models that when averaged together yield excellent perfor-
mance.

5.1.1 General Ensemble Selection Framework

The main contribution of this chapter lies in the proposed ensemble feature selec-
tion algorithm. We use selection with replacement algorithm to extract and select
the well performing ensemble of all models. We add to the ensemble models
from the library that maximizes the ensemble’s performance on validation set. As
we have mentioned, the ensemble of models is selected by maximizing its perfor-
mance on the validation set. However, its performance is determined by its ability
to perform well on unknown datasets (test set). In this situation, overfitting oc-
curs as a serious problem. Moreover, the corresponding performance on the test
set does not always increase as indicated in Caruana et al. (2004). This issue leads
us to propose the next contributions to improve the ensemble selection.

5.1.2 Ensemble selection improvement

Two solutions are suggested to reduce over-fitting problem and improve ensem-
ble selection.

1. We used Multi-bagging technique introduced by the authors of Caruana
et al. (2004). The idea is to select multiple groups (bags) of models randomly
from the library. Then, the ensemble selection is done inside each bag. Fi-
nally, the returned ensemble is the merging of sub-ensembles returned by
each bag. Thanks to this technique, there is no need for validation set.

2. We used a technique called dropout. This technique is a regularization
method. It is recently proposed for training deep neuron networks which
contain multiple non-linear hidden layers Srivastava et al. (2014). In this
contribution, we propose three versions of dropout: Model dropout, in-
stance dropout and Combined dropout. 1) The key idea behind Model
dropout is to randomly drop models out from the ensemble during the se-
lection process. 2) In this version we drop out instances instead of models
during the selection procedure. 3) Combined dropout is the combination of
the model dropout and instances dropout. With dropout, cross-validation
and/or splitting data into (train+validation) may be dispensable. Moreover,
this technique reduces the co-adaptation between features and instances.

5.2 Related work

5.2.1 Ensemble selection

Ensemble selection is a popular ensemble learning strategy given its excellent
predictive performance concerning various problems. Ensemble selection is a
method of constructing ensembles from a library of generated models. Many
methods have been proposed to generate diverse and accurate set of models. The
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most popular methods are the following: Bagging Breiman (1996) creates many
random sub-samples from the original dataset with replacement. This means that
we can select the same value multiple times. Then we train models of one type
(e.g. Decision tree) using generated sub-samples. Boosting Freund et al. (1999)
generates more accurate and diverse set of models, because it starts by predicting
original data set and gives equal weight to each observation to force new models
so as to attend to those observations that are hard to classify correctly. In Caruana
et al. (2004), the authors create a library of 2000 models of each problem using
different algorithms and many parameter settings for each algorithm.

5.2.2 [Ensemble selection improvement

The main problem that arises when the library contains huge number of models
is overfitting. The authors in Caruana et al. (2004) have proposed three additions
to the simple selection process (simple forward selection) to overcome this issue.
The first addition is selection with replacement, which means models can be cho-
sen several times. The second addition is sorted ensemble initialization, where in-
stead of starting with an empty ensemble, the ensemble is initialized by the N best
models. The third addition is bagged ensemble selection, where bags of models
are generated randomly from the library, then we select models from those bags.
The problem of how much data should be used for the hill-climb set has always
been of interest in ensemble selection algorithms. In order to deal with this, the
authors of Sun and Pfahringer (2011) have proposed three variations of bagging
ensemble selection. In the first variation, the size of data used for hill-climb set is
up to the user. In the second variation, the authors used the out of bag instances
as hill-climb set. In the third version, single best model is selected at each bag-
ging iteration. The over-fitting problem is a serious issue in deep learning as well.
Deep neural nets are a powerful machine learning which contain a huge number
of multiple-nonlinear hidden layers and large number of parameters. This makes
neural network models learn very complicated relationships between inputs and
outputs. Since this results in over-fitting problem, many techniques have been
proposed to mitigate its effects. The authors of Srivastava et al. (2014) have pro-
posed what is called dropout technique to prevent over-fitting in neural networks.
The units are randomly dropped out from the neural networks during training as
shown in figure 5.1 of the paper Srivastava et al. (2014).
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(8):Standard Neural Net (b):After applying dropout

Figure 5.1 — Dropout technique. (a) Neural net without applying Dropout. (b) represents
Neural net after applying Dropout which forces a neural network to learn more robust
features that are useful in combination with many different random subsets of the other
neurons.

In the next section, we will describe in details the general ensemble selection
framework and the proposed solutions to improve the ensemble feature selection.

5.3 Ensemble Feature Selection

This section is composed of two parts with the first one describing the ensemble
selection framework and the second discussing the solutions proposed to improve
the ensemble selection.

5.3.1 Ensemble selection framework

Ensemble selection is a method used to construct an ensemble from a library of
models. The first step is building a library of models using different classifiers and
parameter settings. The second step is the construction procedure of the ensemble.
The selection without replacement algorithms such as simple forward selection
described in Caruana et al. (2004) selects a well performing ensemble of models.
This procedure works as described in the following steps:

1. Start with an empty ensemble.

2. Add to the ensemble the model in the library that maximizes the ensemble’s
performance on validation set.

3. Repeat Step 2 for a fixed number of iterations or until all the models have
been examined.

4. Return the subset of model that yields the best performance on the valida-
tion set.

Adding models to the ensemble is done by averaging their predictions with the
already selected ones. This kind of algorithms without replacement can select
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each model just once. This means that all the selected models in the ensemble
have the same weight, which is equal to 1. In other words, the selected models
have the same importance. Yet, we should bear in mind that this is not always the
case. The simple forward selection is fast and effective but it is sometimes prone
to over-fit on the validation set especially when the number of instances is small
Kohavi and Sommerfield (1995).

The ensemble’s performance using simple forward selection improves as the best
models are added to the ensemble. Then it starts dropping when there are just
the worst models left in the library. This problem is reduced by using the selec-
tion with replacement algorithm where each model can be selected to be in the
ensemble more than once.

The selection with replacement technique means that each time we pick a model,
we put it back in the library. We prefer using this technique over all models se-
lection without replacement in order to reduce over-fitting problem. In this tech-
nique, once the model is selected, its weight increases. The selection process stops
depending on its performance on the validation set.

Before starting the selection process, the algorithm initializes the weight of each
model at zero. Then, we start the selection process of models, and we add to
the ensemble only the models that when averaged together with those in the en-
semble maximize the ensemble performance on the validation set. Models can
be selected multiple times because each selected model is put back in the library.
This step is repeated until no model can produce a notable increase in the en-
semble performance. Finally, the weight of each model is returned, and features
are sorted according to their weights. The following steps give a more precise
description of the algorithm of selection with replacement:

Algorithm 1: Ensemble selection with replacement
Step 1: Ensemble initialization

We initialize the weights of the models at zero.
Step 2: Repeat until all models in the library are used

Add to the ensemble the model thatwhen averaged together with

models in the ensemble maximizes the performance ofthe ensemble.
Then the weight of the corresponding model is incremented.
Step 3: Return weights

The algorithm output is a dictionary of models and their weight, and
the best models are the ones with the highest weight.

Partitioning the available data into (Train+validation) can work well to test the
selection with replacement algorithm and deal with the over-fitting problem, but
this is not always the case because:

e The performance maximization on validation set does not necessarily mean
that the selected ensemble will not over-fit on other datasets.

e The quality of the selected features will decrease especially on datasets with
few instances.
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5.3.2 Improving ensemble features selection

Two solutions are proposed to reduce over-fitting problem and improve ensemble
feature selection performance.

5.3.2.1 Multi-Bagging technique

Over-fitting is a serious problem when the library of models contains a huge num-
ber of models. As the number of models in the library increases, the chance to find
model combinations that over-fit increases as well. Bagging technique can mini-
mize this issue by creating multiple bags of models. Each bag contains a random
sample of models which is less than the number of models in the library. Then
inside each bag, we select models from that sample as shown in figure 5.2.

——————— 1
ILibrary of models |

Selection with .. l
r
—_—_

Figure 5.2 — Ensemble feature selection system (EFS). From the initial library, we generate
bags at random. We apply selection with replacement on each generated bag so as to
select a sub-ensemble of informative features. Finally, by aggregating the generated sub-
ensemble together, we construct the final ensemble of useful features as the best subset.

Below is a detailed description of Multi-bagging ensemble selection:
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Algorithm 2: Ensemble selection with Multi-bagging
Step 1: Ensemble initialization

- The final ensemble weight is initialized at zero.
Step 2: Repeat until all models in the library are used

- Generate a random bag of models

- Apply the selection with replacement algorithm in order to select the
best models from the generated bag.

- The weight of the best models is incremented
Step 3: Return weights

- The final weight is the merging weight of each bag.

- The features whose absolute weight is the greatest are the best features.

5.3.2.2 Dropout technique

Dropout technique is proposed to address the problem of over-fitting in neural
network. The idea behind this technique is to randomly drop units from neural
network during the training phase. The units have the same probability to be
dropped out from the network. By dropping a unit out, we are temporarily re-
moving it from the network with all its incoming and outgoing connections as
shown in figure 5.1 In this contribution, we proposed three versions of dropout.
The first one is called Model dropout, the second is instances dropout and the
third version is Combined dropout.

e Model dropout This technique has another way to evaluate ensemble’s per-
formance by dropping out models from the ensemble randomly. This pre-
vents models from the co-adaptation (correlation).

The following steps illustrate how Model dropout works:
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Algorithm 3: Model dropout
Step 1: Weight initialization

— All models have the same initial weight equal ZERO.

Step 2: Repeat until no increasing in ensemble performance or all
models are examined.

— Drop N models randomly from the ensemble.

— Apply selection with replacement algorithm
Step 3: Return The Ensemble’s weights.

— The models are sorted by their weight. The best models are those
whose weight is the highest.

e Instance dropout

This method is a variation of dropout where instances are dropped out in-
stead of models (features). At each iteration, an amount of instances is left
out of the selection process to minimize the co-adaptation between instances
as well, which helps to avoid overfitting problem.

e Combined dropout

This version is a combination of the two versions Model dropout and in-
stances dropout. This means that an amount of instances and features is
dropped out at the same time.

5.4 Experimental results and discussion
5.4.1 Model libraries

Model libraries are generated using different classifiers and parameter settings. In
our algorithm, each model is trained using just one feature. The library contains
(the number of features multiplied by the number of classifiers) models. The final
subset of selected features is evaluated using a Random Forest with a grid search
strategy for the hyper-parameters. The AUC score is computed using the out of
bag (OOB) score of the random forest model.

5.4.2 Conducted Experiments

In this section, we conduct two sets of experiments to evaluate the performance
of our proposed ensemble feature selection algorithms. We will first evaluate the
ensemble selection with and without replacement technique. We will then demon-
strate the applications of the proposed algorithms on eight benchmark datasets.

e Experiment 1: Ensemble feature selection.

In the first experiment, we compare feature selection with replacement
against feature selection without replacement. This experiment is conducted
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to figure out the effectiveness of feature selection with replacement at re-
ducing the problem of overfitting, because this algorithm allows features
to be added to the ensemble multiple times. Moreover, the first experi-
ment demonstrates that as the ensemble performance on the validation set
increases, the corresponding performance on the test set does not always
increase. This means that sometimes the ensemble selection overfits the val-
idation set.

e Experiment 2: Ensemble feature selection improvement.
The second experiment is concerned with evaluating the suggested algo-
rithms which are useful in reducing the problem of over-fitting and improv-
ing the ensemble selection performance as demonstrated by the benchmark-
ing results. The algorithms at question here are: Without bagging, Multi-
bagging, Model dropout, instances dropout and Combined dropout.

5.4.3 Experiment 1: Ensemble feature selection.

In this experiment, we compare Selection with replacement algorithm to Selection
without replacement algorithm described in the introduction section. Moreover,
we show how the two algorithms behave on the validation and test set as shown
in figure 5.3.
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(a) Selection with replacement (b) Selection without replacement

Figure 5.3 — Selection with and without replacement using validation and test set. (b) rep-
resents the selection without replacement where the performance starts declining when
the best features are selected. (a) is the selection with replacement. It is clearly illustrated
that the selection with replacement can reduce the aforementioned effect but sometimes
it over-fits on the validation set (orange curve).

With models selection without replacement, the ensemble performance increases
as the best models are added to the ensemble. Once the best models are added,
the performance start declining because the best models in the library have been
selected and there left just the models that are detrimental to the ensemble. This
leads the ensemble to over-fit. This behavior is shown through the red curve of
the figure 5.3(b). As we can see after selecting the best 5 features, ensemble selec-
tion without replacement starts adding the worst features to the ensemble, which
is expressed by the drop in performance. This problem is reduced using mod-
els selection with replacement by allowing models to be selected multiple times
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as demonstrated by the orange curve 5.3(a). The orange curve is the validation
set performance and the blue one is the test set performance. They demonstrate
that as the number of features in the library increases, the performance (in terms
of AUC) of ensemble selection with replacement on the validation set drastically
increases. However, the corresponding performance on the test set does not al-
ways increase. This clearly explains that the ensemble features selection some-
times overfits the validation set.

5.4.4 Experiment 2: Ensemble feature selection improvement.

In this experiment, we evaluate our proposed feature selection algorithms and the
motives behind the chosen parameters of each algorithm.

1. Multi-bagging parameters

e Number of bags
The number of bags used is 30. This choice is made after evaluating the
algorithm with different numbers of bags as shown in the figure 5.4.
We noticed that the more bags used, the better the performance is.
In addition, Multi-bagging algorithm becomes more resistant to over-
titting problem, because with more bags the best features have a high
chance to be selected over the worst features.
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Figure 5.4 — The effect of the number of bags parameter on the performance. The x-axis is
the number of selected features. The y-axis is the performance in terms of AUC. It is clear
that the more bags we generate, the best performance we achieve. Therefore, the model
becomes more resistant to over-fitting issue.

e Model portion
This parameter indicates the number of models in each bag. The choice
of this parameter is related to the number of bags parameter. We ob-
served from the results conducted that when the number of bags is
much higher, it is to choose a large ensemble, and vice versa. In our
case, we set Model portion to be one third of the library.

2. Model dropOut parameters
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e Portion of features dropped out

This parameter indicates the number of features to be out during the
selection procedure at each iteration. This parameter depends on the
number of models in the library. The more models in the library the
more features should be dropped out from the ensemble.

3. Classifiers used to build library

The library of models is generated using decision tree classifier with differ-
ent depths parameter (max-depth=2, max-depth=3, max-depth=4). Even if
the library we generated is not that huge, our algorithms prove to be effec-
tive. To reach the best of our proposed algorithms, the library of models
should be huge and diverse.

Table 5.1
The best used hyperparameters for each dataset
Dataset Instance ~ Model Number
dropped  dropped  of bags
ds1.100 0.4 0.5 30
credit card clients 0.2 0.6 30
ionosphere 0.1 0.3 30
spambase 0.5 0.3 30
Musk 0.4 0.2 30
Sonar 0.1 0.3 30
numerai 0.4 0.2 30
caravan 0.3 0.3 30

Several observations can be drown from the results of the second bench-
mark shown in Figure 5.5. First, we found that our Ensemble selection al-
gorithm (Combinedgopout) outperforms our Multi-bagging, Instancesgropou: and
Modelgropout Feature selection algorithms considerably in most of datasets es-
pecially datasets with high number of instances such as spambase 5.6(h),
ds1.100 7.5(g), credit card client 7.5(d), caravan 7.5(e) and Musk 7.5(i) datasets.
Whereas, Multi-bagging and Model-dropOut show their effectiveness on datasets
with few number of instances as displayed in datasets sonar 7.5(b) and iono-
sphere 7.5(a). This is totally logical because Combiend,opou: algorithm drops out
a portion of instances during the selection process. This reduces the number of
instances of datasets. This problem does not appear in datasets with huge num-
ber of instances because even if a portion of instances is dropped out during the
selection process, the datasets will still have enough instances. This verifies the ef-
ticacy of Compbiend g opour and its promising potential for large-scale data mining
tasks.
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Figure 5.5 — Recorded results on benchmarking datasets using our proposed algorithms.
The x-axis is the number of selected features. The y-axis is the performance in terms of
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5.5 Summary of the chapter

In this chapter we have introduced a new feature selection approach based on en-
semble selection from the library of models, which is an effective learning method
over the past several years. The ensemble feature selection algorithms are found
to be effective in selecting the best subset among the whole space of features. The
main contribution of this paper lies in the proposed ensemble selection frame-
work. First, we created the library of models. Second, we used selection with
replacement algorithm to select a well performing ensemble of models. To fur-
ther improve the proposed feature selection algorithm and reduce the over-fitting
problem, we proposed two algorithms, the first uses the multi-bagging technique
and the second uses the dropout technique. Experiments with eight benchmarks
datasets show that our algorithms work well at selecting the best performing sub-
sets of features.
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“Machine intelligence is the last
invention that humanity will ever
need to make.".

Nick Bostrom.
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This chapter presents the method we propose for feature selection using Random
Forest importance. the performance of the proposed feature selection method is
evaluated using the synthetic and real-world data introduced in chapter 3.

6.1 Introduction

Feature selection is an essential pre-processing step in data mining. It aims at
identifying the highly predictive feature subset out of a large set of candidate fea-
tures. Several approaches for feature selection have been proposed in the litera-
ture. Random forests (RF) are among the most used machine learning algorithms
not just for their excellent prediction accuracy but also for their ability to select
informative variables with their associated variable importance measures. Some-
times RF model over-fits on noisy features which lead to choosing the noisy fea-
tures as the informative variables and eliminating the significant ones. Whereas,
eliminating and preventing those noisy features first, the low ranked features may
become more important. In this chapter, we propose a new variant of RF that pro-
vides unbiased variable selection where a noisy feature trick is used to address
this problem. First, we add a noisy feature to a dataset. Second, the noisy feature
is used as a stopping criterion. If the noisy feature is selected as the best splitting
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feature, then we stop the creation process because at this level, the model starts
to over-fit on the noisy features. Finally, the best subset of features is selected out
of the best-ranked feature regarding the Gini impurity of this new variant of RF.
To test the validity and the effectiveness of the proposed method, we compare it
with RF variable importance measure using eleven benchmarking datasets.

This chapter mainly tackled the random forest for feature selection. The major
contributions of this chapter are the following:

e Noisy random forest (NRF): We proposed a new variant of RF by adding
a new stopping criterion to RF model. First, we added a noisy variable to
a dataset; then, during the construction of the tree, if the noisy variable is
selected as the best split feature, the construction process should be stopped.
This step is meant to ensure the avoidance of the correlated features and the
stability of the feature importance.

e Feature ranking: Based on the reliable feature importance of the proposed
Noisy random forest, we ranked features in a decreasingly reversed order.
This step is reinforced to prevent choosing noisy and un-informative fea-
tures. Moreover, the elimination is embedded by implication during the
training of NRE.

e Feature selection: The explanatory ranked features in feature ranking step
are used to construct a sequence of RF models by following a stepwise strat-
egy. Then, the features of the last RF model are selected as the best subset.

Before sinking deep into details, let us put more emphasis on the highly relevant
topics of this study (random forest, variable importance, feature selection).

6.1.1 Random Forest

Random forest is a robust algorithm in different applications Breiman (2001).
Many researches appreciate RF for their ability to handle the interaction between
features, and they can be able to select informative features, especially in expres-
sion data analysis Diaz-Uriarte and De Andres (2006a). Based on the aggregation
technique Breiman (1996), RF combines several individual classifications or re-
gression trees. Several bootstrap samples are drawn from the training data; then,
a set of un-pruned decision trees are constructed on each bootstrap samples, so all
trees of the forest are maximal trees. For each tree, a random subset of explana-
tory variables is selected for each split, and the best split is calculated only within
this subset. From the fully constructed forest, the predicted class is obtained as
the average of a majority vote of the prediction of all trees in the forest. The es-
timated prediction error of each tree is obtained using what is called the out of
bag samples (OOB), which is a set of observations that is not used for building the
trees. Random forest is much stable and accurate as compared to individual trees.
Since RF based on ensemble technique, it adjusts the instability that comes from
the small changes in the learning sample Strobl et al. (2007). The following steps
give a more precise explanation of RF:

1. Create a bootstrapped dataset: we randomly select samples from the origi-
nal data set.
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2. Creating maximum decision trees (without pruning): from the created boot-
strapped datasets, we build decision tree using just a random subset of vari-
ables at each step.

3. Build a forest by repeating steps 1 and 2 for N times (N decision trees).

4. Predicting the outcome: from the constructed forest, the prediction is ob-
tained as an average or majority vote of the predictions of all trees.

5. Evaluate the model: The prediction error is estimated using the set of obser-
vations which are not used for building the current tree (called OOB).

6.1.2 Feature importance

Variable importance (VI) measures of RF have received a lingering momentum
in many applied tasks not only at the level of sorting features before a stepwise
estimation model, but also in the trend of understanding and interpreting data.
The basic variable importance of RF is the mean selection frequencies Strobl et al.
(2007). It counts the number of times each feature is selected in all trees. The
most selected variable is the most important one. Another widely used VI is the
Gini index which measures how well a split on each variable is separating the
samples of the two classes in this given node averaged over all trees Strobl et al.
(2007); Breiman et al. (1984); Menze et al. (2009). These two indexes are biased and
not reliable when features are different in their scales, and when datasets contain
many categorical features or noisy ones Strobl et al. (2007). The most advanced
variable importance of RF is "Mean decrease accuracy" Strobl et al. (2007); Genuer
et al. (2010). This measure is computed when data are permuted in OOB samples:
RF importance variable is the difference between the prediction error recorded on
out-of-bag samples and the prediction error after permuting the values of data
averaged over all trees in the forest. The effect of the scale of measurement and
number of categories on mean decrease accuracy is lesser than the effect on the
mean selection frequencies and Gini index, but still hugely affects the reliability
and interpretability of the variable importance measure.

6.1.3 Feature selection

Various feature selection algorithms based on the variable importance of RF are
introduced in the literature. Let us briefly mention some wrapper and embedded
method based on variable importance:

1. The first wrapper methods based on VI coming from Classification And Re-
gression Tree method (CART), see Breiman (2001) and of course, random
forests Breiman et al. (1984).

2. An algorithm is proposed in Poggi and Tuleau (2006) to select useful vari-
ables using a stepwise strategy involving the CART. Based on Support Vec-
tor Machine (S§VM) scores and relying on descending elimination.

3. The Authors of Rakotomamonjy (2003) proposed a new feature selection
method based on Recursive Feature Elimination based Support Vector Ma-
chine (SVM-RFE) to evaluate variable subset relevance with a regard to vari-
able selection.
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4. Another approach is presented by Diaz-Uriarte and De Andres (2006b). Re-
lying on the Out of bag (OOB-error), it computes variable importance with-
out recalculation at each step as Jiang et al. (2004). Then, after fitting all RF
models, the best-chosen solution is the model whose error rate is within U
standard error of the minimum error rate of all forests.

5. Two steps algorithm based on random forest importance in proposed in
Genuer et al. (2010). In the first step, variables ranked in a decreasing or-
der are meant to identify explanatory variables highly related to the target
variable. Then, variables of the smallest importance are to be removed. The
chosen variables selected through the first step might be correlated and re-
dundant. The objective of the second step is to select a small number of
variables to achieve better accuracy. First, a collection of RF models are con-
structed using the best variables. The variables leading to the smallest error
on OOB samples are selected. Second, a stepwise technique is used to build
an ascending sequence of RF. Finally, the variables of the last model are cho-
sen.

6. A guided regularized random forest (GGRF) is proposed in Deng and
Runger (2013), where RF model is model on the whole training set then, they
utilize the feature importance to guide the feature selection process. In this
method, the constructed trees may have high variance. In order to fix the
previous problem in GGRFE, Deng (2013), proposed a guided random forest
(GRF) where each tree in GRF is constructed independently from another.

Two different objectives for variable selection should remain quintessentially fun-
damental and deep-seated. First, it is of paramount importance to detect the sig-
nificant features highly related to the response variable. Second, it is highly rec-
ommended to select a small subset of variables sufficient to construct an excellent
parsimonious prediction of the response variable.

6.2 Motivation

Feature importance measures of random forest are among the widely used criteria
as a means of variable selection in many classification tasks. RF importance (Gini
impurity, etc.) computes the average decrease in contamination over all trees in
the forest due to each feature. Removing the low ranked features according to
their importance is not always a practical alternative because the ranking depends
on the complexity of the model (tuning parameters). Some low ranked features
can be more useful and informative if the complexity of the model is increased
and vice versa. To both illustrate and give more details about this behavior, we
have conducted a simple experiment using two well-known datasets in the feature
selection field: ds1.100 (100 variables) and titanic (26 variables). We have sorted
features in decreasing order of RF importance using two scenarios:

1. The first scenario: We rank the variables in decreasing order using the orig-
inal features of the two datasets.

2. The second scenario: We rank the variables after adding a generated noisy
feature to each dataset. The noisy feature is generated using a normal distri-
bution. This choice based on the conducted experiment in (First experiment
in section 4).
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Figure 6.1 — Ranking features in decreasing order according to RF Gini importance with
and without noisy trick. The x-axis represents the features” importance. The y-axis rep-
resents features. The feature (noise) is ranked among the best features for both datasets
titanic and ds1.100. This confirms that RF model is over-fitting on noisy features.

As it is explicated through the above illustrative Figure 6.1, the noisy feature
(noise) is ranked as the best fifth feature among 100 features using the ds1.100
dataset (top right plot). On the titanic dataset, the noisy feature is ranked as the
best fourth feature (bottom right plot) although the noisy feature is just a ran-
dom noise. This is a conclusive empirical research-based assertion that exposes
the impracticality of the pre-applied tendency. If we remove the lowest-ranked
features first, as it is traditionally implemented by Breiman (2001); Breiman et al.
(1984); Genuer et al. (2010), we will probably forget the noisy feature because it
is indiscernibly classified among the highly-ranked features. The Random Forest
model is probably over-fitting on the noisy features, and by avoiding these noisy
tfeatures during the moment of constructing the RF model first, some low ranked-
features may become more useful to distinguish between classes. Thus, because
of the reliable effectiveness of the practical proposed ranking-method mentioned
above, there is a possible feasibility of avoiding the selection of noisy features as
the most informative ones.

6.3 Proposed method
6.3.1 Procedure

To address the problem of unreliability of RF feature importance (Gini index) dis-
cussed in the previous section, we proposed a feature selection method termed “
Noisy Random Forest ”. The algorithm consists of three main steps.

1. Proposing a new version of random forest called Noisy Random Forest
(NRF):
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- At each node, a noisy feature is added to the generated subset of fea-
tures for the sake of splitting the current node.

- The noisy feature is used as a stopping criterion of RF.
2. Feature Ranking:
- We sort features in decreasing order in accordance with NRF reliable
importance.

- Feature elimination is performed by implication during the selfsame
moment of the training phase. All features that are classified below
the noisy feature are discarded. Denote by k the remaining features.

- Feature ranking step allows the selection of more features than neces-
sary in order to make a careful choice later in the next step (feature
selection).

3. Feature selection:

A stepwise strategy is used to repeatedly construct a sequence of ran-
dom forest models.

Assess the AUC score of the model of the forest at each iteration.

Reject a fraction of the least important features.

The features of the last model are selected as the best subset.

The following sub-sections provide an in-depth explanation and discussion of
each NREF steps.

Figure 6.2 — NRF procedure: NRF trees get expanded as RF until the noisy feature is
selected as the best split. Then, the splitting process stops in the current branch.

* Why noisy feature is the stopping criterion ?

In RF model, each tree is constructed as the following: at each node, a subset of
features S is randomly generated to split the current node. The splitting feature
is the one with the maximum information gain (IG). Assuming that the generated
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S contains just noisy and useless features, RF will compute IG of all features in S
and it will choose the best splitting feature. Then, it will construct the tree without
pruning. As a result, the constructed branches are complex and ineffective (of bad
quality). This problem has motivated us to propose NRF, where a noisy feature
is added to S. Thus, if the noisy (Red circle in Figure 6.2 ) is selected as the best
splitting feature, this means that all features in S are useless and they should not
be included in the current tree and the splitting process is stopped. Using NRF, the
constructed branches are short and consistent which may lead to construct simple
and interpretable trees. In addition, NRF could hugely reduce the computational
cost. Instead of computing the IG of all features at each node and constructing
the full trees, NRF avoids the construction of sub-trees where the noisy feature
is selected as the best split. The complexity of NRF in the worst case would be
equal to RF (the case where Noisy feature is not selected which means the splitting
process will continue and trees will be fully constructed without pruning as in RF)
(see the conducted experiment in table 6.1 ).

'@ issdected
‘asthe best split :

Figure 6.3 — The splitting process in RF and NRF. For RF, trees are fully constructed with-
out pruning. In contrast to RF, NRF constructs a pruned trees using Noisy feature (Red
circle). Once the Noisy feature is selected over other candidate features, the splitting pro-
cess stops.

The modified algorithm of random forest is the following:
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Algorithm Noisy random forest (NRF)
Pre-condition: A training set S := (z1;y1),...,(@n;yn), features

L FU{noisy feature}, and number of trees in forest B

2: Output: A forest of trees.

3: function CreateTreesForest(S , F{noisy feature} )

4. H «

5: fori 1,...,Bdo

6: hi «+— RandomizedTreeLearn(S , F{noisy feature})
7: H«H {hi}

8: end for

9: return H

10: end function

11: function randomizedTreeLearn(S, FU{noisy feature})
12: At each node:

13: f < a subset of F

14: best_split«—choosethe best split feature from fU{noisy feature}
15: If best_split = noisyfeature then

16: returnthe learned tree

17: Else

18: split on best_split

19: return the learned tree

20: end function

6.3.2 Feature ranking

We sort features in decreasing order of NRF importance. As opposed to Genuer
et al. (2010); Strobl et al. (2007); Rakotomamonjy (2003); Deng and Runger (2013),
our approach does not need variable elimination since it eliminates unimportant
and noisy features by implication during the learning process. In the field of fea-
ture selection, it is an intelligibly well-known fact that variables with high redun-
dancy might be present in any datasets. Thus, the NRF model can use any of these
correlated features. Once one of these correlated features is used as a predictor,
the importance of others is exponentially decreased because the impurity, which
the correlated features can decrease, is already reduced by the first used feature.
Therefore, they will be quantified of below-average and inconsequential impor-
tance. As a result of what has been articulated above, the ranked features of the
proposed method are not correlated or redundant as is in Genuer et al. (2010);
Strobl et al. (2007); Rakotomamonjy (2003); Deng and Runger (2013).

6.3.3 Feature selection

From the subset of the best-ranked features selected in the second step, a neces-
sary attempt should be made to find a small number of features applicable to an
excellent parsimonious prediction of the response variable. The stepwise tech-
nique is applied when RF models are repeatedly constructed and the worst fea-
tures are discarded until the examination of all features. The search strategy is
guided by the grid search strategy and the AUC score. Thus, the features of the
last best performing model are selected.
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6.3.4 Complexity analysis

e Training phase

Time complexity is the number of required operations for building models
based on data. Time complexity of RF is O(B*m*n*log(n)) where B is the
number of constructed trees, m is the number of features to sample at each
node and n is the number of data samples Louppe (2014). This is the worst
case scenario since RF trees are fully constructed, which means nodes get
expanded until all leaves are pure (depth=None). For our NRF model there
is always a possibility for nodes to stop expanding, if the “Noise” is selected
as the best split (see Algorithm NRE, line 13). This advocates the fact that
in the worst cases, the complexity of NRF would be equal to RF complexity;
Otherwise, NRF complexity is always less than the one of RF.

e Selection phase

Our suggested method consists of two main steps. The first one is the com-
mon feature ranking where features are classified in accordance to their im-
portance. Since our NRF does not allow noisy feature to be included in RF
branches, the insignificant features are eliminated by implication during the
training phase (as demonstrated in experiment 2 and 3). As a result, the bur-
den of eliminating the un-informative and redundant features is already has
been avoided. In the second step of NRF, we put more emphasis on finding a
small number of features applicable to an excellent parsimonious prediction
of the response variable.

Table 6.1
The execution time (in second) for both RF and our NRF versus the number of times the
noisy feature is selected as the best split.

RF NRF #Noisy feature
sonar 30 29 7
chess 4792 31 79
spambase 224 218 20

To provide more information about the proposed feature selection procedure, the
following example is suggested.

6.3.5 Starting example

For further explanation and illustration of the proposed method, we apply the
feature selection procedure on the clean dataset, which is a binary classification
dataset of 167 attributes and 6600 instances.

e Training NRF: We train the new version of the random forest model (NRF),
where a noisy feature is used as a stopping criterion. Training shorter trees
can be a practical alternative as espoused by the fact that the representative
features always appear in the few first levels Poggi and Tuleau (2006). For
this reason, the parameters used in NRF are: Depth = 3 and number of trees
Ntree= 100.
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e Feature ranking: After training NRF, features are ranked in a decreasing
order according to their NRF importance. All features that are ranked below
the noisy one are to be discarded.

The result displayed in the Figure 6.4 shows the ranking of features according to
their importance. The high-ranked features are more important than noisy fea-
ture. We keep only the features whose importance highly exceed and outperform
the noisy feature’s poor one. This step leads to retaining more features than nec-
essary. (For the clean dataset, the selected features in the step1 is k = 19).
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Figure 6.4 — Feature importance using the proposed NRF (clean dataset). The x-axis fea-
tures. The y-axis is the importance correspond to each feature.

Feature selection: From the K best features, we repeatedly construct a random
forest models with a grid search strategy and remove the underperformed feature
(lower AUC score). Then, we make a consecutive repetition of this process with
the remaining features until all of them are examined in terms of performance.
The features of the last model are selected. The following graph Figure 6.5 shows
the results of the feature selection step (step2). Note that the AUC score increases
quickly and reaches its maximum when the first 17 informative features are in-
cluded in the model (The AUC score is higher that 96%). Then it remains nearly
constant. This means that the best subset contains the first 17 attributes.
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Figure 6.5 — The performance of the feature selection procedure for clean dataset. The
x-axis is the number of selected features. The y-axis is the performance in terms of AUC
using Cross-validation evaluation technique.

6.4 Experimental results

The proposed method is compared to the standard random forest (RF) approach
in terms of prediction AUC score. Three experiments were conducted to assess
the validity of our method.

1. First experiment: This experiment is conducted to empirically justify and
substantiate the choice of normal distribution over other distributions.

2. Second experiment: All variables are chosen to be equally irrelevant to scru-
tinize the stability and the reliability of the proposed method. The reliable
variable importance should not prioritize any predictor variable over other.

3. Third experiment: This simulation is conducted to evaluate the ability of
the proposed algorithm to deal with correlated variables.

4. Fourth experiment: This experiment is performed to appraise the perfor-
mance of the NRF in terms of AUC score using ten standard benchmarking
datasets and one high dimensional classification one.

6.4.1 Results and discussion

e Experiment 1: Why we choose normal distribution

The used noisy feature in NRF could be generated using different distributions
(Normal, geometric, exponential, etc). In the conducted experiments in this
manuscript, we choose to use the normal distribution rather than other distribu-
tions regarding to its good empirical results in terms of AUC score as illustrated
in table 6.2.
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Table 6.2
The impact of different distributions on the performance of NRF in terms of AUC score
and execution time(in seconds).

Normal distri- |Exponential Geometric distri-|Binomial distri-
bution distribution bution bution

Datasets | Time  AUC Time AUC |Time AUC |Time AUC
Sonar 30 92% 33.15 91.5% |29.61 92% 31.20 91.3%
chess | 47.92 99% 44.95 94% 5.10 94% 4.87 95%

spambase| 224 97.8% (206.16 96% |138.25 97% 139.67 96.9%
Means (100.64 96.3% |94.75 93.8% |57.65 943% |5858 94.3%

e Experiment 2: All features are equally irrelevant

In this simulation, when all features are equally not useful and irrelevant, the
variable importance of the random forest (RF) and the proposed NRF (Noisy-RF)
are supposed to be the same. However, as it is illustrated and presented in fig-
ure 6.6(top plot), the importance of variables is considerably different from one
variable to another. As opposed to RF variable importance, the variables” impor-
tance of the proposed variant of RF (Noisy-RF) are equally presented and there
is no preference of any variable over the others (bottom plot). Accordingly, all of
them are deemed to be irrelevant, and therefore they should be discarded. Thus,
the drawn conclusion stemmed from the reached implications espouses the fol-
lowing experiment-based assertion: unlike the Gini importance of RF which can-
not reliably measure the variable importance, our variable importance measure is
dependable and unbiased

Feature selection: From the K best features, we repeatedly construct a random
forest models with a grid search strategy and remove the underperformed feature
(lower AUC score). Then, we make a consecutive repetition of this process with
the remaining features until all of them are examined in terms of performance.
The features of the last model are selected. The following graph shows the results
of the feature selection step (step2). Note that the AUC score increases quickly
and reaches its maximum when the first 17 informative features are included in
the model (The AUC score is higher that 96%). Then it remains nearly constant.
This means that the best subset contains the first 17 attributes.
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Figure 6.6 — Variable importance measured by RF and Our NRE. The top plot displays
the RF variable importance while the bottom one presents the NRF variable importance.
NRF is much better dealing with irrelevant features while RF is not reliably measure the
variable importance as it allows irrelevant features to be selected.

e Experiment 3: The presence of redundant and correlated features.

To demonstrate the functionality of variable importance’s behavior of the stan-
dard RF and the proposed variant of RF, an explicatory experiment is conducted
in which we applied the proposed method (Noisyrr) and Random forest variable
importance on a generated dataset that contains correlated variables. The best
variable measure is meant to disable the correlated and redundant features from
being selected. The results show that the importance measured by the standard
RF of all variables are equal (see the top plot ) which may allow the redundant and
correlated features to be opted as the best feature subset. This problem is tackled
through the application of the proposed variable importance measure (bottom
plot). Therefore, the selected subset is more consistent and diverse.
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Figure 6.7 — Variable importance measured by RF and Our NRF. (a) The top plot dis-
plays the RF variable importance while the bottom (b) one represents the NRF variable
importance. NR assigns similar importance to redundant and correlated features which
means that those features are allowed to be selected in the final feature subset. This issue
is hugely reduced using NRF as it assigns different importance to correlated features to
prevent them from being selected.

e Experiment 4: The performance of Noisy-RF on ten benchmarking
datasets.

In this experimental study, we compared the performance of our feature selection
procedure (Noisy-RF) to the Random forest (RF). The comparison is carried out
counting on the datasets shown in table 3.1. The quality of the final selected subset
for both methods is evaluated through the application of a 3-fold cross-validation
to estimate the AUC score rate. So we split each dataset into three stratified folds,
each fold is used as a test set, and the remaining folds are used as a training set.
The results are obtained as those of Fig. 4, except that for the ranking feature step,
we only plot the 50 most important variables to ensure the clarity and the apparent
visibility of the graphs. We opted for the usage of the AUC metric because it
is more convenient for the evaluation of classifiers performance on unbalanced
datasets.

e Standard datasets:

The results obtained for the caravan dataset using our procedure showed that the
tirst step (feature ranking) enables the selection of 26 features only (Figure 6.8(a)
the top left plot). After the application of the feature selection step (Figure 6.8(c)
the right plot), it is notably conspicuous that with only ten features, the AUC score
is in a cumulative growth as it has reached the percentage of 77.2%. The unprece-
dented attainability of the AUC score remarkably displays the powerful perfor-
mance of the 10 selected features as opposed to the number of the uninformative
features discarded (88.4% of features are eliminated). On the other hand, the re-
sults of the Random forest corroborate the fact that despite the large number of
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the selected features in the first step, k=47 (Figure 6.8(b)), which provides the po-
tential likelihood of selecting the best features in the second step, the best perfor-
mance achieved is exclusively restricted in the following percentage of 76.1%.This
comparative study confirms that disregarding the powerfully relevant and infor-
mative features, the RF variable importance measure tends to select the unreliably
biased noisy features as the high-ranked ones.

The results on ionosphere dataset demonstrated that the elimination step (Fig-
ure 6.9(a)) prompts the obliteration of 56 % of unimportant features using NRF
and the removal of 6% using RE. Then, from the remaining K features, seven fea-
tures are selected as the reliable subset in step 2 with the maximum AUC score
of 97.5% (Figure 6.9(c)) for our NRF. Whereas, the RF maximum performance is
restrictively reduced to the following percentage of 97.4%. Thus, no pervasive
disparity can be discerned between the maximum AUC score for NRF and RF, yet
the amount of features selected by RF in first step is time and memory consuming.

The same NRF elimination procedure when it is applied on spambase dataset
leads to the removal of more than 33% of useless features. Out of 66% of the
remaining features, 79% are selected from the last model with an AUC score of
(97.8%) (Figure 6.10). RF has achieved the same results, yet our proposed method
has slightly outperformed it with a further step manifested in the attainability of
AUC score and the best-ranked features selection in the first elimination step.

For the clean dataset, which contains 166 features (Figure 6.11), the procedure of
feature ranking of NRF engenders the preservation of 19 features only. Whereas,
RF leads to the selection of more than 100, which is a largely massive number
compared to the pre-selected one of the preserved features. Relying on just the
first 17 selected features of our method, the AUC score has reached its maximum.
This considerable dimensionality reduction (about 90% of features are eliminated)
enables the construction of fast models and decreases the storage and memory
requirement.

The same results are obtained on datasets eighther, madelon, ticdata2000, credit
card, and chess dataset (see the figures Figure 6.12, 6.13, 6.14, 6.15and 6.16). The
elimination step of our proposed method always selects the smallest, reliable and
consistent feature subset compared to RF which leads to the achievement of the
highest AUC score in the feature selection step. This conducted experiment ob-
viously confirms that features could reliably measure the importance of features
by applying NRF even in situation where correlated and redundant features are
presented or when features are varied in their scale of measurement. Moreover,
the performance of feature subset selected in the feature selection step drastically
outperforms RF performance almost in all datasets in terms of AUC score attain-
ability.
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Figure 6.8 — Feature ranking and Feature selection applied on caravan dataset
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Figure 6.12 — Feature ranking and Feature selection applied for eighther dataset
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Figure 6.14 — Feature ranking and feature selection for ticdata2000 dataset
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Figure 6.15 — Feature ranking and feature selection for credit card dataset
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e High dimensional classification dataset

The introduced method is also applied on the well-known high dimensional
dataset called colon (2000 features and 62 examples) see the table 3.1 to estimate
the prediction performance. Since these types of datasets are of small size, we
used a 5-fold cross validation so that the training set can contain enough training
examples. The drawn results (Figure 6.17) on colon dataset accentuate that the
proposed method has the ability to select the best unbiased feature subset even in
extreme cases in which datasets contain high number of features or small number
of examples.
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Figure 6.17 — Feature selection for colon(m=62, n=2000) dataset. The x-axis is for the

selected features. The y-axis is the cross-validation AUC score. The NRF shows its supe-
riority compared to standard RF.

6.5 Summary of the chapter

Random forest introduced by Leo Breiman in 2001 is a powerful machine learn-
ing model that has been applied in many real word problems not just for its out-
standing performance but also for its variable importance measures as means of
teature selection. Gini impurity is a widely used variable importance measure.
Through this chapter, we have demonstrated empirically that this variable impor-
tance measure cannot be reliably applied in feature selection in situations when
datasets contain huge amount of correlated, redundant and features of varying
type and scale of measurement. Therefore, we have proposed an alternative vari-
ant of random forest that provides a reliable and unbiased feature importance
measure as means of feature selection counting on the proposed noisy feature
technique. Our NRF method has shown its ability to reliably measure the vari-
able importance compared to RF. Moreover, it is capable of selecting the smallest
consistent and diverse feature subset which leads usually to better performance,
minimum resources and storage requirement. In the future works, we will con-
sider the highly advanced variable importance measure which is the mean de-
crease in accuracy since the effect of the scale of measurement and the number



Chapter 6. A new noisy random forest based method for feature selection ~ 125

of irrelevant and correlated features has minor influence. Besides, we will exam-
ine and evaluate the new variant of random forest in classification and regression

problems.
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“A baby learns to crawl, walk and

then run. We are in the crawling

stage when it comes to applying
machine learning.”

Dave Waters.
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Beyond the traditional formalization of feature selection problem in the state of
the art, in this chapter, we introduce our proposed feedback system based on re-
inforcement learning approach to perform feature selection. Our proposed sys-
tem acts as an agent which is able to learn from traversing feature space aiming
to select the best feature subset. In order to ensure that the agent keeps explor-
ing the environment, we have proposed a transition similarity measure TSM in
section 7.2.4. At the end of this chapter, additional experiments are conducted
so as to compare different proposed feature selection methods in this thesis work
against the state-of-the-art will-known methods. The experiments show the su-
periority and the applicability of our contributions in the field of feature selection

when compared with the most popular methods.
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7.1 Introduction

Feature selection is the process of identifying the relevant features and removing
the irrelevant and redundant ones, intending to obtain the best performing feature
subset. This chapter proposes a new feedback feature selection system where a
reinforcement learning-based method is used to identify the best feature subset.
The proposed system mainly includes three parts. First, decision tree branches are
used to traverse the state space to discover new rules and select the best feature
subset. Second, a transition similarity measure (TSM) is introduced to ensure
that the system keeps exploring the state space by creating diverse branches to
overcome the redundancy problem. Finally, the informative features are the most
involved ones in constructing the best branches. The performance of the proposed
approaches is evaluated on nine standard benchmark datasets. The results using
the AUC score show the effectiveness of the proposed system.

In this chapter, we introduce a new feedback system to solve the feature selection
problem. The system keeps exploring the state space while it is moving through
the available space of features to select the best subset. In this system, we have
used the decision tree branches. Therefore, each subset is represented by a branch.
The main idea of the proposed feature selection algorithm is to select the best sub-
set of features, which are involved the most at constructing the best branches. In
the beginning, the system tries to build the first branch without any prior knowl-
edge (exploring the environment). As iterations take place over and over again,
the system gathers experiences that help construct better branches (diverse, rel-
evant, etc.) using the proposed Transition Similarity Measure (TSM). Out of the
best branches, we select the most used features in constructing them. The main
contributions of this study are fourfold.

1. A reinforcement learning-based method is developed to be used in selecting
the best subset of features.

2. The proposed system traverses the state space to select the best subset using
a modified version of decision tree branches. Since the transition between
states (feature subsets) is controlled using Decision tree branches, the pro-
posed system is simple. As a result, the found solution using our proposed
system is easy to interpret.

3. Transition similarity measure (TSM) is intended to ensure that the system
keeps exploring the environment by creating new branches and exploiting
what it has learned to avoid redundancy and ensure the guaranty of diver-
sity.

4. The proposed system can be adapted to any problem (it is not dependent

on a specific dataset) because our feature selection problem is considered as
reinforcement learning.
The remainder of this paper is organized as follows: section two presents
the related works. Section three is devoted to the problem and our proposed
contributions. In the fourth section, the results of the proposed system are
introduced. As to the last section, it is put forward to conclude this work.

Beyond the traditional feature selection (FS) formalization and taking inspiration
from the reinforcement learning approach, using our proposed system, the feature
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selection problem can be handled in a special way. The feature space using our ap-
proach can be seen as a Markov decision process (MDP) Sutton and Barto (2018),
where each subset of features is represented by a state (decision tree branch). Our
system explores the state space, while it exploits the gathered experiences so far
using the proposed transition similarity measure (TSM). In Fard et al. (2013), the
authors proposed a method based on reinforcement learning (RL) for selecting
the best subset. First, they use an AOR (average of rewards) criterion to identify
the effectiveness of a given feature in different conditions. AOR is the average of
the difference between two consecutive states in several iterations. Second, they
introduce an optimal graph search to reduce the complexity of the problem. The
way our system traverses from one state to another is handled using decision tree
branches to represent each state, as mentioned before. In its totality, this technique
can be considered similar to the way RF creates branches. RF method creates mul-
tiple trees. For each tree, only a random subset of input variables is used at each
splitting node. Therefore, the final trees of RF are independent of each other, and
they lack the concept of learning from the previously created trees. On the other
hand, our system adopts this concept. At each iteration, it tries to explore new
branches and exploit the gathered knowledge to create better ones in the upcom-
ing iteration.

7.2 The proposed FS system

This chapter introduces a new feature selection system based on reinforcement
learning. The proposed system mainly consists of three parts. First, decision tree
branches are used to traverse the state space to discover new rules and select
the best feature subset. Second, a transition similarity measure (TSM) is intro-
duced to ensure that the system keeps exploring the state space by creating new
branches and exploiting what it has learned so far to avoid the redundancy prob-
lem. Finally, the relevant features are the most involved ones in constructing the
branches of quality. For further explanation, the next section will introduce the
general framework of reinforcement learning and how our system makes use of
the benefits of this powerful approach.

7.2.1 Reinforcement learning problem

RL is the most active and fast-developing area in machine learning and is one of
three basic machine learning approaches, alongside supervised learning and un-
supervised learning. RL consists of the following concepts: Agent, environment,
actions, and reward. The agent takes action A and interacts with an environment
to maximize the total reward received R. At iteration t, the agent observes state
St from the environment. In return, the agent gets a reward Rt. The agent takes
action At. In response, the environment provides the next state S;;, and reward.
The process continues until the agent will be able to take the right actions that
maximize the total reward. The agent must balance between exploiting what has
been learned so far and continuously exploring the environment to gather more
information that may help in maximizing the total reward.
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Figure 7.1 - Reinforcement learning framework.

LA J

T

e Agent: An agent takes actions. In our case, the agent is the proposed feature
selection system.

e Actions is the ensemble of all possible moves the agent can make, for our
system, the actions are the nodes that may be used to create a branch.

e Environment is the feature space through which the system moves. It re-
ceives the system’s current state and action as input; then, it returns the
reward and the next state of the system.

e State is the current situation where the agent finds itself, in our context, is
the current node of the branch.

As the reinforcement concepts are represented and explained, the following steps
may explain further the main idea of our proposed algorithm. The feature selec-
tion system observes the environment and starts with a single node randomly
without any prior knowledge (exploration), which branches into possible out-
comes. Each of those outcomes leads to the next nodes (action). To indicate how
effective the chosen action is, a difference between two consecutive states is pro-
duced. While the depth is not reached yet, the system keeps adding one node at
a time in order to create a branch. As iterations take place, the system gathers ex-
periences and becomes able to take actions that maximize the overall reward. As
a result, branches of high quality are created. A transition similarity measure is
proposed to balance between exploiting what it has been learned so far to choose
the next action that maximizes rewards, and continuously exploring the feature
space to achieve long-term benefits. The way we construct the branch is the same
as the decision tree (c4.5), the difference is when we add a node to the branch,
we keep just the best branch with the highest threshold. The following steps give
more precise information about creating a branch.

7.2.2 Steps to create a branch

We start with a random feature as the root of the branch, then, As long as the
branch did not reach the desired depth or min sample leaf yet, the system keeps
adding to the branch one node at a time. The added node is the one we obtained
using the feature and its threshold that produces the highest AUC score (Area
Under the Curve ROC) Ferri et al. (2002). The idea behind using depth and min
simple leaf parameters as stopping criteria is to avoid as much as possible the
over-fitting problem. The most common stopping method is min sample leaf,
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which is the minimum number of samples assigned to each leaf node. If the num-
ber is less than a given value, then no further split can be done, and the node is
considered as a final leaf node. Besides, the depth of the branch is very useful in
controlling over-fitting, because the deeper the branch is, the more information
captured by the data and more the splits it has which leads to predict well on the
training data. However, it fails to generalize on the unseen data.

Algorithm1: Create a branch

Create the root node and choose the split feature)

Choose the firstfeature randomly.

Step 2: Compute the best threshold of the chosen feature.

Step 3: Split the data on this feature into subsets in order to define the node.
Compute the AUC score on left and on right of the node, then,
we keep the branch with the best AUC score.

Step 5: Add the children node to root node.

Step 6: Choose the next best feature.

Repeat from STEP 2 to STEP 5 until the desired depth or

min sample leaf of the branch is reached.

Step 1:

Step 4:

Step 7:

7.2.3 Reward function

A reward function R Fard et al. (2013) is used to calculate the score at each level of
the branch by computing the difference between the score of the current branch
and its score after a new node is added (DS). The DS indicates how useful the
newly added feature is. This function is defined as follows:

(AUCnea:t - AUCcurrent) X log(|SUb8€tcurrent|) (71)

Where AUC,,..; and AUC., rent 1S the score of the current branch and the score
after adding a new node, Subset ,rent is the length of samples used to split an
internal node.

7.2.4 Transition similarity measure

7.2.4.1 Transition definition

A transition is a process in which something changes from one state to another.
In our system, the transition is the link between two successive nodes of the same
branch.

7.2.4.2 Transition similarity measure

We proposed a transition similarity measure (TSM) to ensure that our system
keeps exploring the state space, learning new rules, and preventing the redun-
dant branches. For each branch, we stock all transitions with the corresponding
samples used to split each internal node. Since the algorithm is iterative, different
branches may share the same transitions, which is not a problem. In the case when
the majority of the samples (higher than a given threshold) are equally used by
those transitions of different branches, those two transitions are deemed similar,
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which is a huge problem. Because allowing similar transitions to be in different
branches can lead to constructing redundant and useless branches. Therefore, the
system keeps learning the same rules and branches, This means that the system
will be expensive in terms of execution time, while the system should be less re-
sources consuming (run time and storage requirement), and the branches should
be strong and diverse. The similarity between two transitions is computed by the
following formula:

rony — 1S1NS2

= " 7.2
|SU'bS€tcurrent | ( )

Where |S1 N 52| is the number of shared samples between two transitions.

7.2.5 Feedback system algorithm

Since the proposed algorithm is iterative, the number of iteration N is given as
the input. The reward function is set to zero at the beginning. Our system starts
with an empty set F and at each iteration, the system creates a new branch and
adds it to F. If the next subset (branch) is already experienced by the system (seen
by the system), the system uses this gathered experiences in the upcoming itera-
tions. Otherwise, the system keeps exploring new rules, new patterns, and new
branches.

Algorithm 2: Feedback feature selection system pseudo-code
Input:
N: number of iteration
S: Similarity
Output:
R: Reward
for iteration=1 to N do:
F={} to store subsets (branches)
Step1: Create the root node (Algorithm 1)
Step2: Find all possible transitions (F;)
10: Add the created node to F  for T; in P;do:
11: for T; in P; do:

e

12: if T; exist in F then:

13: Compute the similarity between the two transitions using TSM
14: if similarity higher than S then:

15: f = New node (keep learning and exploring the environment )
16: R{F}= (AUCnezt - AUCerrent) X log(|SUbsetcurrent|>

17: else:

18: F' U f: Add the chosen node to the branch

19: end

20: end

21: Step3: Repeat until the desired depth and min sample leaf is reached
22: end

23: end

24: Return Reward R
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7.2.6 An illustrative example

To explain the proposed algorithm further, we suggest the following example. We
suppose that we have a dataset of 10 features. The figure bellow (figure 7.2 (a))
contains the whole space of features. The purpose is to select the best subset of
features using the proposed system.
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Figure 7.2 — Steps of the FBS proposed algorithm. (a) is the feature space (10 features). (b)
is the first created branch (2—3, 3—9, 9 —5, 5—6); randomly, the FBS agent started by the
node 2. (c) represents the second created branch where the transition 3—9 is occurred for
the second time. At this stage TMS proposed method is involved to prevent the redun-
dant transitions from being included in the created branches. Therefore, the diversity is
ensured by implication. (d) shows the final created branches.

o First iteration 7.2(b): The system traverses the features space and creates
the first branch without any prior knowledge.

At each level of the branch, the system stores the AUC score using the re-
ward function R. Moreover, it stores each transition (2—3, 3—9, 9 —5, 5—6)
and its corresponding subset of samples.

e The second iteration 7.2(c): As we can see in the second iteration, the tran-
sition (3—9) appeared for the second time. Here the TSM (transition simi-
larity measure) should be involved. If two transitions of different branches
are similar (nodes with green color), the system should not allow them to
be in the next branches (the current branch included). The system has to
explore the state’s environment to find new rules to prevent the redundancy
in creating branches.

e The N iteration 7.2(d): After N iterations, the system is capable of identify-
ing the best branches using the gathered experiences during each iteration.
The top ranked branches constructed using the system are the illustrated in
the subfigure 7.2(d).
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From the above figure 7.2, it is clear that the top subset of features is [10, 5, 3],
because those features are involved the most in creating the best branches.

7.3 Experimental results and discussion

This section demonstrates the effectiveness of the proposed feedback system in
selecting the best features. Two benchmarks have been conducted, and then the
efficiency of our system is evaluated by comparing it with two feature selection
(FS) algorithms. The first one is the well-known wrapper algorithm (Recursive
Feature Elimination RFE) Wang and Hong (2019). The second one is the pairwise
teature selection algorithm, which is recently proposed and proved his effective-
ness in identifying the best features Akhiat et al. (2017).

7.3.1 Performance metrics

The quality of the selected feature subset is assessed using the AUC-ROC curve,
which is a proper performance measurement for the classification problem. It is a
plot of the false positive rate (FPR) versus the true positive rate (TPR) at various
thresholds settings between 0 and 1.

7.3.2 Experiments settings

Two benchmarking are conducted to evaluate our proposed system. Firstly,
we will demonstrate the applications of the proposed algorithms based on the
datasets shown in table 3.1, where FBS is compared with the pairwise method,
namely FS-P and with RFE. Secondly, we will demonstrate the ability of the FBS
system in finding the best subset as quickly as using only a few features via the
second benchmarking. All datasets are divided into two subsets; one subset is em-
ployed for training and testing the branches using cross-validation with 3-folds,
while the other subset is left out (holdout set) and the performance of the final se-
lected feature subset is evaluated on it. For the sake of a fair comparison, the final
selected subset using FBS, FS-P, and RFE is evaluated using a Random Forest with
a grid search strategy for the hyper-parameters. The AUC score is computed using
the out of bag (OOB) score of the random forest model. Since the benchmarking
datasets used in this paper to evaluate the proposed system are unbalanced, the
AUC metric is considered the best choice. Moreover, the AUC metric generally
can be viewed as a better measure than accuracy Provost (1998).

7.3.3 Feedback system parameters

Feedback system parameters include the value S of the similarity, the value D
to indicate the branches depth, and the parameter N is the number of iterations.
These parameters are changed from one dataset to another. For example, datasets
with large size; the N and D values should be higher since the best branches,
in this case, should be more in-depth. The following table 7.1 sums up the best
parameters used for each dataset.
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Table 7.1

Best parameters for each dataset
Dataset Iteration N Depth Similarity
Credit card 200 7 0.8
Ionosphere 220 4 0.62
Spambase 360 4 0.95
Musk 1000 10 0.65
Sonar 600 3 0.65
Caravan 650 8 0.6
SPECT 100 4 0.7
Eye 110 6 0.9
Numerai 100 5 0.9

As we have mentioned before, the choice of parameters is crucial. The following
graph demonstrates the impact of the depth parameter on the quality of the con-
structed branches using the sonar dataset. We vary this parameter from 1 to 15;
then, we plot the training and testing AUC scores.
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— Train AUC
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AUC score
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Figure 7.3 — Over-fitting problem. The x-axis is for branch depth. The y-axis is the AUC
score. For large depth (larger than 7), the AUC score on training starts increasing while

simultaneously the Test AUC starts declining. The best depth that ensures good general-
ization is for depth=3.

The results on the sonar dataset show precisely that the branches tend to over-fit
for large depth values because the branches perfectly predict all of the train data
(the blue line), however, they fail to generalize on unseen data (the red line). As
can be seen, the best depth for the sonar dataset equals three.

The results on the sonar dataset show precisely that the branches tend to over-fit
for large depth values because the branches perfectly predict all of the train data
(the blue line), however, they fail to generalize on unseen data (the red line). As
can be seen, the best depth for the sonar dataset equals three.
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7.3.3.1 First benchmarking

To evaluate our proposed approach FBS, we compare the obtained performance
(in terms of AUC score) by FBS with the wrapper method RFE and with the pair-
wise algorithm FS-P.

7.3.3.2 Second benchmarking

This benchmarking is conducted to show the ability of the proposed system FBS
in achieving the maximum performance using just a few features. For a fair com-
parison between FBS, FS-P, and RFE, we fix the generated subset size for all algo-
rithms compared as follows: subset of size 5 (F'BSs5, F'S — P5;, RF E5), a subset of
size 10 (FBSH), FS-Plg,RFElo) and subset of 15 (FBSl5, FS — P15, RFE15)

7.4 Results and discussion

After selecting the feature subset, the same classifier (RF) is considered to cal-
culate the AUC score. The Random forest is utilized to determine the test per-
formance for the top-ranked features in each used dataset. In Figure 7.4, the
results of the comparison between the proposed system performance FBS, pair-
wise method FS-P, and RFE are presented(first benchmarking). As it is illustrated,
our feature selection algorithm FBS outperforms FSP and RFE considerably al-
most in all datasets such as SPECT (Figure 7.5(f)), credit card (Figure 7.5(d)), iono-
sphere (Figure 7.5(a)), musk (Figure 7.5(i)), caravan (Figure 7.5(e)), and sonar (Fig-
ure 7.5(b)) dataset, except on spambase dataset ( 5.6(h)). For the numerai dataset
(Figure 5.6(f)), our method has a low performance at the beginning compared
with others. As our method does not select just the best-ranked feature as a start-
ing point to prevent selecting a suboptimal subset but also tries to maximize the
overall performance of the selected subset taking into account the interactions
between features. This behavior can be seen after the fifth selected feature on nu-
merai dataset (Figure 5.6(f)), FBS shows its performance drastically over FS-P and
RFE.

Table 7.1 shows the best parameters used in our feedback system. The essential
insight we can drive from the table is that the choice of the best parameters to
use in each dataset is crucial which, means that the parameters should be chosen
carefully to construct branches of the best quality.
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Figure 7.4 — Performance of our system compared with the selected features selected by
pairwise method on nine benchmark datasets. The x-axis is for number of selected fea-
tures for each algorithm. The y-axis is the AUC score performance.

The purpose of the proposed feature selection method is not only to improve the
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classification performance but also to yield excellent performance using a mini-
mum number of features (select the number of features as small as possible).

Table 7.2 shows the number of selected features with the highest AUC score on
nine benchmarks data sets. As it is illustrated through this benchmarking, FBS
selects the proper features compared with FS-P and RFE almost in all datasets.
One point to mention here is that the proposed feedback system can find the best
subset using a minimum amount of features, as shown in Table 7.2. Thus, the
minimum resources requirement, fast execution, and better generalization.

Table 7.2
A comparison of the average classification AUC of FBS, RFE and FS-P based on the first k
selected features (k=5, k=10 and k=15)

Dataset FBS_5 FS-P_5 RFE_5| FBS_10 FS-P_10 RFE_10||FBS_15 FS-P_15 RFE_15
Creditcard ||0.775 0.776 0.75 ||0.786 0.782  0.779 {/0.799 0.799  0.784
Ionosphere |0.975 0.951 0.920 ||0.930 0.920 0931 |/0.948 0.920 0.93
Spambase |[0.950 0.950 0.950 |0.952 0.975 0960 |0964 0.975 0.975
Musk 0.940 0928 0.949 ||0.950 0.950 0.950 ||0.952 0.953 0.953
Sonar 0.89 0.78 081 |0.90 0.81 0.89 0.85  0.85 0.85
Caravan ||0.719 0.719 0.730 |/0.721 0.721 0.708 |/0.720 0.710  0.710
SPECT 0.62 025 011 {059 0.60 0.20 0.60 0.54 0.57

Eye 0.87 086 087 0.90 0.89 0.90 - - -
Numerai [|0.523 0.524 0.519 [|0.524 0.525 0.522 |/0.60 0.54 0.57
Mean 081 075 070 /0.80 0.80 0.76 0.80 0.78 0.79

7.5 Additional Experiments: Contributions vs State-
of-the-art FS methods

The goal of this section is to perform an additional experimental study using
our previously discussed proposed feature selection algorithms (FS-P, GFS, EFS,
FBS and NRF) and two states of the art feature selection algorithm (RFE-RF and
XGBOOST) so as to scrutinize the efficiency, applicability and adequacy of our
methods. The experiments were carried out on 16 datasets of both medium and
high dimensionality. The dataset properties (number of features, samples and
classes) are listed in Table 3.1. All feature selection methods were executed us-
ing the Python tool and 5-fold cross-validation was performed. For the sake of a
fair comparison, the quality of the final selected subset of each feature selection
method in the comparison is evaluated using a Random Forest with a grid search
strategy for the hyper-parameters. The AUC score is computed using the out-of-
bag (OOB) score of RF model. The obtained results are reported through the Bar
Chart as it is displayed in figures 7.6, 7.7, 7.8 and 7.9. Each figure represents the
AUC score attainability of feature selection methods on four datasets. In addition,
the summarized results are presented in table 7.4 to enhance the readability and
interpretability of the reader.
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Figure 7.6 — Comparison of our contributions (FS-P, GFS, FBS, NRF and EFS) and state-
of-the-art feature selection (RFE-RF and XGBoost). The illustrated results are obtained for
ds1.100, Credit card, Chess and Spambase datasets.
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Figure 7.7 — Comparison of our contributions (FS-P, GFS, FBS, NRF and EFS) and state-
of-the-art feature selection (RFE-RF and XGBoost). The illustrated results are obtained for
Clean, Caravan, Madelon and Santander datasets.
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Figure 7.8 — Comparison of our contributions (FS-P, GFS, FBS, NRF and EFS) and state-
of-the-art feature selection (RFE-RF and XGBoost). The illustrated results are obtained for
Sonar, Ionosphere, Hepatitis and Spect datasets.
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Figure 7.9 — Comparison of our contributions (FS-P, GFS, FBS, NRF and EFS) and state-
of-the-art feature selection (RFE-RF and XGBoost). The illustrated results are obtained for
Eye, Numerai, Eigthr and Colon datasets.
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Table 7.4

The final ranking for our methods and state-of-the-art ones on sixteen datasets. Compar-
ing our methods with each other, it is clear that NRF is ranked as the top ranked one as it
leads the ranking in 9 datasets out of 16 followed by EFS, FBS, GFS and FP-S. The overall
ranking against RFE-RF and XGBoost has reveals that our contributions can be applied
properly achieving good results.

Proposed Feature Selection Methods State of the art

FS methods
RFE-
FS-P  GFS EFS FBS NRF RE XGBoost
ds1.100 3 4 4 3 2 1 2
CreditCard 4 4 3 3 4 2 1
Chess 3 1 4 3 2 5 6
Spambase 3 1 2 4 2 5 5
Clean 3 1 3 4 4 5 2
Caravan 5 4 3 4 2 1 2
Madelon 1 5 1 2 5 3 4
Santander 5 4 1 3 1 2 3
Sonar 4 3 3 2 1 5 3
Ionosphere 3 4 2 1 1 6 5
Hepatitis 4 5 3 4 1 2 4
SPECT 2 4 3 5 1 6 3
Eye 5 3 4 3 1 5 2
Numerai 3 2 2 1 1 4 3
Eigther 5 1 3 3 4 2 4
Colon 6 3 2 2 1 4 5
Table 7.3

The summarized results for all tested feature selection methods on sixteen datasets. The
number of times each algorithm is ranked as the best one is recorded for readability pur-
poses. The individual ranking shows that NRF performs better than others. The overall
ranking cleanly confirms that the proposed methods outperform the state-of-the-art FS
methods in the majority of datasets.

Our contributions State-of-the-art FS Methods
Method FS-P GFS EFS FBS NRF RFE-RF XGBoost
Individual ranking 2\16 4\16 2\16 2\16 8\16 1\16 4\ 16
Overall ranking 11\ 16 5\ 16

Analyzing these figures 7.6, 7.7, 7.7 and 7.9 and table 7.3, it is easy to note
that the results obtained with our proposed feature selection methods outper-
formed notably those achieved by the state-of-the-art methods in 11 out of 16
tested datasets. However, in the two datasets where RFE-RF and XGBoost out-
performs our methods, our methods have achieved close results (for credit card
and ds1.100 dataset).

In table 7.4, a ranking of each feature selection method is shown. Our feature
selection NRF seems to be undoubtedly the top ranked method as it is ranked
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as the top method in 7 datasets out of 16 and as the top 2 in 4 datasets. These
results are followed by those of EFS, GFS and FS-P. For FS-P method, it is ranked
as worst method on colon dataset. This is can explain by the fact that FS-P is
evaluating features pairwisely only. Since the number of features in colon dataset
is very large (n=2000), FS-P cannot detect and identify the underlying interaction
that may exist in such space. This problem is can be efficiently using our methods
NRF, EFS and FBS as illustrated via the ranking. Overall, the proposed feature
selection in this thesis are competitive is terms of AUC and Accuracy score when
compared with the state-of-the-art algorithms.

7.6 Summary of the chapter

In this chapter, we proposed a new feature selection system based on decision
tree branches concept to represent feature subsets. The proposed system deals
with the FS problem as a reinforcement learning problem; the system keeps learn-
ing and experiencing new rules with the progress of iterations to build the best
branches. After gathering enough knowledge and experiences using the proposed
TSM, the proposed system become able to construct the best branches, hence, se-
lecting the best subset of features. To verify the effectiveness of our method, we
conducted an extensive set of experiments using nine benchmarks datasets. The
results confirm that the proposed feedback system is not only effective at select-
ing the best performing subsets of features that produce the best performance but
also choose the fewest number of features.

Since the proposed feedback system makes use of branches concept to represent
the subsets of features, we think that the constructed branches of our system could
be used to build a new version of RF. Each tree can learn.

As to the end of this chapter, we have conducted additional experiments. We have
compared our contributions with each other and with the well-known feature se-
lection methods (RFE-RF and XGBoost). The recorded results clearly confirmed
that the proposed feature selection methods in this thesis have the ability to be ap-
plied properly in high dimensional data as they show a competitive performance.
On the majority of employed datasets, our proposed methods are ranked from the
top 3 best methods.
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Conclusion and Future Work

Nowadays, the advent of Big Data has brought unprecedented challenges to ma-
chine learning researchers, who now have to deal with the huge amounts of data,
in terms of both examples and features, making the learning task more com-
plex and computationally more demanding. Especially, when dealing with an
extremely large feature space, learning algorithms’ performance can deteriorate
due to over-fitting problem, trained models decrease their interpretability as they
become more complex, and finally speed and efficiency of the algorithms decline
in accordance with size. Thus, feature selection was employed to be able to bet-
ter model the underlying process of data generation, and to reduce the cost of
acquiring the features. Feature selection is a challenging topic in pattern recogni-
tion with many potential applications regarding to the continuous growth of data
generated from various resources.

The main goal of this thesis was to develop a series of methods in feature selection
tield to properly select the most informative features/variables and eliminate the
redundant and noisy ones. Therefore, enhancing interpretability, reducing com-
plexity, decreasing storage requirement and increasing the performance of the de-
signed models. In addition, a critical analysis and empirical comparisons have
been conducted so as to check and expose the advantages and disadvantages of
feature selection methods. Moreover, providing to readers and researchers a clear
overview and guidelines to properly applying feature selection.

In this section, we present the main conclusions derived from our contributions,
and perspectives for future work. In section Summary and Contributions, we
present a summary of this work and its resulting contributions. In section Future
work we provide the future research directions for expanding and extending our
work.

Summary and contributions

We summarize and highlight the main contributions and findings of this thesis
work, addressing the research goals described in general Introduction.

Analyzing and evaluating feature selection state of the art meth-
ods

Through this thesis, we have critically reviewed and empirically evaluated several
teature selection methods from different categories covering phenomena such as
the presence of irrelevant and redundant features, the noise in the data or inter-
action between attributes, including: RatlifF, MI and Chi-2 as filters, SFS, SBS
and RFE-SVM as wrappers, LASSO, RIDGE and RF selector as embedded. Each
method is evaluated in combination with three well-known classifiers to reliably
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test their ability to select the best subset. The conducted empirical comparisons
are carried out using a large set of benchmarking datasets to illustrate the appli-
cability of feature selection techniques.

In light of the results obtained from the experiments, it is clearly confirmed that
too much information does not always help machine learning classifiers since it
usually implies that a certain amount of features are redundant or irrelevant, and
their presence badly affects the performance of the learning algorithms. There-
fore, feature selection pre-processing is a mandatory in order to reduce the data
dimensionality, provide insight into the data and enhance the generalization abil-
ity.

Another interesting finding that could be derived from the achieved results in
subsection (experiment results) is that when dealing with high and complex real-
world problems, wrappers cannot be practically applied. Thus, we suggest the
use of filters (particularly, ReliefF), since they are independent of the learning al-
gorithm and are much faster than embedded and wrapper methods, as well as
having a good generalization ability.

In addition to the presented empirical comparison, we have overviewed the
whole feature selection framework so as to supplement readers with a clear
overview of the feature selection field. For the stability of feature selection method
is an overlooked problem, we have shaded light on the two recent categories en-
semble and hybrid since they can yield a consistent and a stable feature subsets.
Thus, they could be good alternatives in many machine learning applications.

Developing new feature selection algorithms

Returning to the main goal of this thesis, the second part has been dedicated to
proposing novel techniques for large-scale feature selection.

Hybrid filter-wrapper approach: Pairwise Feature Selection

After a detailed review of both featured and recent trends of feature selection
modeling, it has been confirmed that wrapper approach can not be applied in
high dimensional data. For this reason, recently, numerous studies started to pay
more attention to some of the complementary aspects of feature selection such
as hybrid approach. In attempt to shed light on this recent trend category, we
have suggested a hybrid filter-wrapper method based on evaluating features in
pairs. The achieved results showed the superiority of the proposed method espe-
cially on small size datasets where the interactions between features are of lower
order. In addition the proposed method is beneficial in terms of execution time.
By considering the interaction of features (if only in pairs), it is to be expected
that pairwise feature ranking performs better than filter methods that evaluate
features individually. Whereas the performance could be deteriorate when it has
been applied on high dimensional datasets such as madelon (see figure 4.1) which
contains 500 features. Another critical issue could arise when considering features
individually or in pairs is: Redundancy between features is either not considered
at all or only to a limited degree (for pairwise feature selection). Therefore, those
redundant features are allowed to be included in the final selected subset.
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Graph representation: Graph Feature Selection

The experiments on artificial domains in chapter 4 showed that for pairwise ap-
proach is able to detect relevant features under moderate levels of interactions
(only on pairs). However, as discussed previously in section 1.6.3, the individu-
ally irrelevant features may become weakly or strongly relevant when the inter-
actions with other features are considered, which makes the abandoning interac-
tions between features a critical task. Therefore, a limited “pairwise” approach
to detecting feature interactions can not find success in high dimensional datasets
where the order of interaction is very large. For this reason, we have proposed a
graph feature selection method to capture and modelize as much as possible the
underlying interactions between features where each features can interact with
all other features. The proposed method has proved its appropriateness dealing
with feature interactions as well as its high performance as showed thorough the
conducted experiments. The graph feature selection method considerably outper-
forms two well-known embedded methods (LASSO,RIDGE) and the state of the
art wrapper method RFECV on eight benchmarking datasets.

Ensemble Technique: Ensemble Feature Selection

From the perspective of pattern analysis, researchers must focus not only in clas-
sification accuracy but also in producing a stable solution. Relying on this fact, we
have proposed two feature selection methods based on ensemble technique which
is with no doubt the most popular way of making existing feature selection more
stable. The underlying idea comes from the field of ensemble learning where dif-
ferent classifiers are combined together to construct an accurate and stable one. In
the first method entitled (EFS), we have trained different models using different
classification algorithms and different parameter settings to promote diversity of
models which then can implicitly enhance the stability of the final subset. In ad-
dition, the obtained results showed that the proposed method has also the ability
to reduce the over-fitting problem using the bagging technique.

Decision forests are considered the best practice in many machine learning chal-
lenges not just for their excellent prediction accuracy but also for their ability to
select informative features with their associated variable importance measures
(Gini impurity). In chapter 5, we have demonstrated empirically that this vari-
able importance measure cannot be reliably applied in feature selection in situa-
tions when datasets contain huge amount of correlated, redundant and features
of different type and measurement’s scale. Therefore, in the second method, we
have proposed an alternative RF so as to produce more stable, reliable and un-
biased results. Our proposal has the ability to properly select the most informa-
tive features and discard redundant/noisy ones as showed through a plethora
of conducted experiments. Moreover, the obtained results on high dimensional
datasets have confirmed the applicability of our proposal even in extreme cases
such as those of bio-medical tasks where the curse of dimensionality problem can
be a serious challenge of many exiting feature selection methods.
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Reinforcement Learning for Feature Selection

To handle feature selection problem differently beyond the traditional modeliza-
tion, we have developed a reinforcement learning based approach for feature se-
lection (FBS). The proposed system acts as an agent that is capable of learning
from gathered experiences as it traverses the feature space. To check the efficiency
of our method, we conducted an extensive set of experiments using nine bench-
marks datasets. The conducted experiment showed a promising results dealing
with complex tasks not only at selecting the best performing subsets of features
but also at choosing the fewest number of features.

Introducing an evaluation methodology of feature selection

We created grounds for a fair comparison of feature selection algorithms. First,
more than fifteen binary classification benchmarking datasets have been dis-
cussed and well presented. The datasets are chosen to be different both in terms
of the number of instances and attributes to evaluate of the previously discussed
algorithms. In order to derive more useful conclusions and insights from the con-
ducted experiments, we have also employed synthetic datasets for the knowledge
they provide about the optimal features beforehand. Second, normalization tech-
niques have been introduced to scale all features into a common scale. Third,
the entire evaluation methodology developed to check features’ discriminatory
power is summarized and introduced through the figure 3.1. Four classifiers were
built in conjunction with all implemented FS methods are explained in the sub-
section ( 3.2.2.1,3.2.2.2,3.2.2.3 and 3.2.2.4). Moreover, the validation techniques
and evaluation metrics have been used aiming to estimate the generalization per-
formance (Accuracy, AUC, Error estimate, etc) of a model on unseen data.

Future work

There are certainly many possibilities for future research. In this thesis work we
open several directions for further perspectives at different levels. In the follow-
ing, we present the most open questions in feature selection field:

1. Hybrid and embedded feature selection techniques’” properties should be
explored further.

2. More emphasis should be placed on ensemble feature selection category as
it increases the stability of selected feature subsets.

3. Due to the immense volume of generated datasets in many domains includ-
ing image recognitions, text classification and biomedical, we intend to ap-
ply deep learning models to estimates the goodness of features relying on
the existed hidden feature interaction that may be well detected using deep
learning instead of machine learning models.

4. In the chapter 4, a graph feature selection method is proposed where fea-
ture space is modelized using a graph representation. The first main step
of GFS consists of constructing a weighted graph using the entire feature
space. Here, we suggest adding a pre-processing step where we carefully
identify just the features that should be used to construct the graph and pre-
vent the un-informative ones. This extra step could remarkably decrease
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the time complexity of GFS and it could enhance its applicability on high
dimensional datasets.

5. In chapter 6 we have developed a new variant of RF named NRF. This
method showed its effectiveness in selecting the optimal features based on
its reliable variable importance. In the future work, we will consider the
highly advanced variable importance measure which is the mean decrease
in accuracy since the effect of the scale of measurement and the number of
irrelevant and correlated features has minor influence. Currently, we are
working on examining and evaluating the proposed NRF as machine learn-
ing algorithms in classification and regression problems.

6. We have introduced a reinforcement based approach for feature selection
named FBS. This system acts as an agent. It traverses the features” environ-
ment trying to maximize the long-term reward by tacking the best actions.
At each iteration, the system creates a decision tree branch and from the best
ones, it selects the most informative features. As FBS is an intelligent agent
and capable of learning from previously experienced actions, we intend to
build an intelligent random forest where each branch (estimator) is created
to make use of the already created trees to avoid redundancy, hence, ensur-
ing the diversity.
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The research works carried out for the completion of this thesis work have re-
sulted in several publications in national conferences, international conferences,
book chapter, and specialized journals. We present these publications next, sort-
ing them by publication type.
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